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 Recommender systems (RS) have been widely used to extract 
relevant and meaningful information from a vast body of data, to 
make appropriate suggestions to users with different preferences in 
various domains of applications. However, despite the success of the 
early recommendation systems, they suffer from two major 
challenges of cold start and data sparsity. Traditional RS consider an 
interaction between user and item (2D), neglecting contextual 
information such as location, until fairly recently. The contexts 
extend traditional RS to multi-dimension interaction and provides a 
useful information that allow recommendations to be more 
personalized. Surprisingly, taking these contexts such as location, 
into consideration eliminates the challenges of traditional RS. 
Location-Aware Recommender System (LARS) takes user's location 
into account as an additional context. The combination allows the 
prediction of spatial items, items closest to the users, to reduce 
information overload and was proved to be more effective than 
earlier RS. In this research, we provide a systematic literature of the 
existing literature in LARS from 2010 to 2021, focusing on the state-
of-the-art methodologies, the domain of applications, and trends of 
publications in LARS. The paper proposed several models of LARS 
based on the traditional RS methodologies, providing future 
directions to researchers. Despite numerous reviews available on 
LARS, a review that proposed several LARS techniques were not 
found in the literature. The results indicated that the trend of 
publication in LARS is growing exponentially and that the field is 
getting attention rapidly with the number of publications on the rise 
every year. 
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1. Introduction 

The volume of information that is been generated around us every day is enormous. Mobile 
computing has made it possible to bring everything to our fingertips in a limitless volume. This 
vast nature of information needs filter to scale down the voluminous information to be more 
relevant and more useful to the user.  The demand for what is relevant is important to save time 
and resources. The process of filtering relevant information to cut down the search overhead 
led to the development of the Recommender System (RS). Recommender systems are a subclass 
of information filtering system and are widely used in several domains such as e-commerce, 
restaurants, entertainment, hotels, and so on [1]. These kinds of systems filter a huge amount of 
information to provide personalized recommendations for services or products to individuals 
based on their preference. They used prior knowledge or user interaction history to identify the 
best items that will be of interest to the user. With the view that a similar item might be of 
interest to the user. But that alone cannot describe the preference of the user and makes 
accurate recommendations, therefore contextual information was added to make the 
recommendation more personalized. Most of the traditional approaches of recommender 
systems do not take into account contextual information such as weather, day, time, distance, 
and location to provide recommendations. Several research works have shown that the RS can 
be extended to include contextual information in addition to the classical two-dimensional 
approach of user and item to provide better-personalized recommendations. This gives birth to 
a context-aware recommender system. 

The earliest theoretical formulation of Context-aware recommender systems was seen in the 
work of [2], as a way of extending the capabilities of traditional RS.  In their work they provided 
general overview of current the recommender system processes, limitation of each, and the way 
forward. The author claims that contextual information can extend the traditional formulation 
of a recommender system by incorporating the third dimension to the user-item interactions. 

 In line with that, [3]proved that contexts can be used to provide better recommendation and 
eliminates the challenges of traditional RS such as problem of cold start.  In their paper, the 
authors described how to extract the user context rather than using keyword. In traditional text-
based recommender systems keywords are used to extract relevant information, without 
bothering much about their meaning. Here, the word context means that the text that is related 
with the target word was also used to extract the opinion of the user review. 

However, recent researches have proved that location is an important contextual 
information that can be tailored with RS to provide relevant and filtered information happening 
around us and reduce information overload. These kinds of information filtering led to the 
development of a location-aware recommender system.  

The work of [1] provides a survey of LARS in mobile environment. In their work they gave 
an overview of RS and LARS and discussed several approaches to LARS. However, their work 
was conducted in 2015. In this rapidly technological changing world, a lot must have happened 
in this five-year period, which is why another review in LARS is critical. Additionally, their work 
is only limited to mobile computing environment. 

Similarly, [4] provides a survey of LARS methodologies and their respective performances. 
The authors compared several methodologies of LARS and assess the performance of each in an 
effort to exploit the strength and weakness of each method, the sole aim was to discuss different 
methodologies of LARS and various evaluation metrics to compare these methodologies. While 
their work is astonishing, they completely ignored domain of application of the discussed 
methodologies.  

Another survey on LARS was the work of [5] who considered LARS based on social media 
technology alone. While most of the LARS uses social media to extract the location context of 
the user, some make use of other technologies. [6]make use of volunteer geographic information 
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to collect location context of the users and used it along with rest of the contexts to provide 
LARS.  Still there are tons of LARS that uses a number of different technologies to collect user’s 
location apart from social media, which was not captured in the work, as such limiting the scope 
of their work.  

It is noteworthy that none of the above discussed surveys provide a review that combines 
the general overview of LARS, domain of applications, trends of publications, as well as 
thorough discussion about methodologies used. Therefore, this research aimed at providing a 
thorough review about LARS that addressed all the drawbacks associated with previous 
reviews. It gives an analysis on trend of publication in LARS, it discussed several methodologies 
used in formulating LARS, and it also uncovers several domains of application where LARS have 
been used. The survey covers top five research databases, as a sources of literature from 2010-
2021.  

The rest of the paper is organized as follows: Section II gives general overview of 
recommender systems, Section III entails the research methodology adopted, and Section IV 
concludes the paper. 

2. Method 

Recommender systems history of development can be traced back to information filtering 
systems; techniques which remove redundant or unwanted information from Information 
stream using semi-automated or computerized methods before presentation to a human user 
[7]. The purpose of this technique is to reduce information overload. The user's profile is 
compared with some information characteristics for refinement and extraction. This technique 
evolved and gave rise to the modern recommender system. With the inception of the formal 
term Recommender system in the 1990s, two-dimensional RS were the only approaches in 
predicting users' interest until recently, researchers aimed at developing systems with the 
ability to recommend items to users in certain circumstances considering contextual 
information to provide context-aware recommendation system . 

The authors in [8] reported that the concept of context-aware was first introduced by the 
work of [9] and has significantly evolved since then. Context-aware recommender systems 
(CARS) extend the traditional formulation of a recommender system problem by incorporating 
the third dimension to the user-item interactions. It is widely accepted that there can be diverse 
kinds of contextual information that can be used in the formulation of CARS. These contexts can 
be classified into three main categories: device context, user context, and physical context 
depending on the perspective adopted, application, or user side [10]. Over the years, various 
types of recommender system have been proposed by many researchers with various 
techniques, such as context-aware, location-aware, demographic-based and knowledge-based 
recommender systems which have been developed and deployed in different applications areas 
[11]–[17] 

2.1. Traditional Methodologies 

The methodogies discussed below, are considered traditional methodologies of developing 
RS. With the rise of aritificial intelligence and machine learning, new methodologies have 
emerged. 

2.1.1. Collaborative Filtering:  

In this approach or methodology user is intimated with items consumed in the past by other 
users who have similar tastes or preferences. Additionally, it is used to suggest items based on 
the similarity with other items that the user has liked in the past, where the similarities are 
computed by analyzing the ratings given to the items by the users [18].  Collaborative filtering 
is further subdivided into two main categories that is model-based and memory-based 
techniques. With memory based been classified as either user-based or item-based. 
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According to [19], User-based usually take place in four steps, first step is user-to-user 
correlations to find common users on a target. Second step deals with collection of items rating 
by user. In third step a preference score is computed to determine the likelihood of future 
actions by the user. Step four, respective prediction scores are ranked and a list of 
recommendations comprising the items with the highest ranks is generated. On other hand, 
Item-based collaborative filtering is more accurate than user-based, especially in a situation 
where the number of items is larger than the number of users, such as in e-commerce services. 

2.1.2. Content-Based Filtering:  

This method of recommendation is based on the similarity between the searched item and 
another item the user liked in the past, where the similarity is computed by comparing the 
contents (features) of the items [4].  Content-based recommendation methods can be 
formulated as: having a user U, and item I, then a utility function can be given as in equation (1). 

 𝐹 (𝑢, 𝑖)  =  𝑠𝑐𝑜𝑟𝑒 (𝑢𝑠𝑒𝑟 𝑝𝑟𝑜𝑓𝑖𝑙𝑒 (𝑃), 𝑐𝑜𝑛𝑡𝑒𝑛𝑡𝑠(𝑐))  (1) 

 The utility function of an item I, for user U, is a value of rating assigned by user U to items I 
which is similar to previous item I. 

2.1.3. Hybrid Approach: 

 As described by [59], hybrid approach is a technique that combines both the collaborative 
and content-based algorithms.  It leverages the advantage of each approach and eliminates their 
drawbacks. The hybrid technique improves the recommendation performance of either content 
or collaborative filtering approach by overcoming their drawbacks. 

2.2. Location-Aware Recommender System (LARS) 

A location-based recommendation is a type of recommender system, which selectively 
returns items to a user with the consideration of relevant spatial information (locations) and 
personal preferences [5]. LARS can be considered as an extension of traditional 
recommendation systems, and an important subset of CARS that focuses on the dimension 
location in the multidimensional context. These locations can be of three types, the physical 
position of the user, the location of an item, or both. According to [20] location-based ratings is 
categorized into three: 

a) Spatial ratings for non-spatial items:  Represented by the tuple (user; location; rating; item), 
where location is the user’s location and is the only location that is considered. 

b) Non-spatial ratings for spatial items: Stated by the tuple (user; rating; item; location), where 
location represents an item’s location. 

c) Spatial ratings for spatial items: Represented by the tuple (user; location; rating; item; 
location). In this case, the location of the user and the location of the item are both relevant 

2.2.1. Selecting the relevant Databases 

To provide a thorough and comprehensive search of the literature, we cover the top five 
academic bibliographic databases namely, ACM, Springer link, Science Direct, IEEExplore, and 
web of science library with the intention of finding relevant literature to guide our work. 

2.2.2. Finding related works from the databases 

From each database, the searching process was performed based on the Boolean search 
criteria “(Location OR Location-aware) AND (Recommender System OR Recommendation 
System)”. The desired articles which matched the criteria were extracted, that is papers that 
mentioned Location-aware and recommender system in either title or abstract.  Table 1 
presents the retrieved papers from each database. The inclusion and exclusion criteria were 
then applied to the returned articles in order to extract the most relevant papers.  
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The inclusion and exclusion criteria are: 
• Journal article in which location-aware and recommender system were mentioned in either 

abstract or title. 

• Conference proceedings in which location-aware and recommender systems were mentioned 
in either abstract or title. 

• Papers are written from 2010 to date.  

• The paper must not be a survey paper. 

• The paper must not be published in another language apart from English Language. 

• The paper must reflect location-aware from its abstract. 

Table 1.  Papers returned from the databases 

S/N Database Papers returned 
1 ACM Digital Library 26,202 

2 IEEExplore Library 149 

3 Springer Link 412 

4 Science Direct 2,427 

5 Web of Science 298 

Total 29,488 

Table 1 presents the frequency of the returned articles from each of the academic library consulted. 
The papers were thoroughly refined and screened to come up with the most relevant ones suitable for 
the work as depicted in Fig. 1. A total of 50 papers were finally selected (See Table 2), which were 
critically reviewed to identify the publication trends, techniques or methodology used, and application 
domain. 

 

Fig. 1. Paper Extraction process  

After applying inclusion and exclusion criteria on the returned papers from the databases, the 
refinement procedure allow us to select only 50 papers across the entire databases as presented in 
Table 2. 
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Table 2.  Showing distribution extracted papers across databases 

S/N Database Papers returned 
1 ACM Digital Library 24 

2 IEEExplore Library 5 

3 Springer Link 11 

4 Science Direct 7 

5 Web of Science 3 

Total 50 

3. Results and Discussion 

3.1. Publication Trends 

The selected papers were first examined based on the year of publications to justify the 
trends of the research. The result of the analysis shows that the location-aware recommender 
system was not given much attention until recently as demonstrated by Fig. 2. For instance, total 
number of papers written from 2010 to 2015 were few in number than the number of papers 
found from 2015 onward. And were not as much as papers published in 2019 alone. This also 
indicates that research in this area is growing with time. LARS is an active area of research that 
is getting popularity. Despite huge growth of LARS publications from 2017-2019, the trend 
began to descend drastically in 2020 and 2021 with fewer publications which might results 
from the covid-19 pandemic that disrupted every aspect of life in these years, but we are hoping 
to see the trend go up again when order is restored and normal lifestyle continues. 

 

Fig. 2. LARS Publication Trends 

3.2. Application Domains 

This section describes the results from analysis with respect to domain of application of 
LARS. The papers were analyzed based on the domain of applications in order to discover areas 
in which LARS were implemented and used. The domain of applications found in literature after 
the analysis  are e-commerce, entertainment, social network, news, tourism, and place of 
interest as presented in Table 3. 

Table 3.  Area of applications in LARS 

Application domain                        Papers 
Point of interest (POI) [8], [20], [21], [22], [23], [24], [21], [25], [26],[27], [28],[29], [30], [31], [32], [33], [34], [35], 

[36], [37], [9], [37] 

    E-commerce [38], [39], [40], [34], [41], [21], [22], [24], [42], [43], [3] 

Travel and tourism [24], [44], [45], [46], [47], [48], [6], [49] 

Entertainment  [48], [50], [31], [24] 

Others [51], [18], [8], [52], [53], [6], [54], [49], [55], [23], [50], [56] 

 

3.2.1. Electronic-commerce (e- commerce) 

e-commerce is a process of buying and selling products/services electronically with aid of a 
computer or a smartphone over the Internet. Examples of e-commerce platforms are Amazon, 
Alibaba, Jumia, and so on. According to [53], modern electronic commerce typically uses the 
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World Wide Web for at least one part of the transaction's life cycle although it may also use 
other technologies such as e-mail. 

Major areas of e-commerce include online retailing, electronic marketing, and online 
auctions. Location aware has become more prominent in e-commerce systems in order to better 
understand the customer’s preferences and items that suits a specific customer in a given 
location. E-commerce giants such as Alibaba uses location context in their recommendation 
system to provide recommendations such as summer sales or winter offers as these seasons 
varies from one location to another. 

3.2.2. Entertainments 

Entertainments are range of activities that capture the attention and interest of audience to 
provide pleasure and satisfaction. Entertainment can be delivered in the form of storytelling, 
music, dramatization, and dance. Various types of performance exist in all societies for 
entertainment purpose, they are usually upheld in imperial courts, formed into complex 
structures, and over the long run opened up to all residents [7]. The entertainment industry has 
seen dramatic growth and significant changes with the popularity of digital computers in the 
'90s. The process has been accelerated in modern fashion by an entertainment industry that 
records and sells entertainment products. Technology changes the dynamics of the industry in 
all aspect, from the way contents are created, developed, and distributed to the audience. 
Nowadays, audience enjoyed entertainments contents such as music, films, and concerts, from 
the comfort of their homes. 

3.2.3. Point of Interest (POI) 

This is another domain of application of LARS, which are a collection of locations that 
someone may find useful, or interesting. The traditional RS used in POI recommendation uses 
users’ check-ins and suggested locations that are closer to where the user checking. With the 
inception of LARS POI recommendation becomes popular, they used GPS technology to 
continuously suggest location of interest to user based on user’s current location, places such as 
a coffee shop, restaurants, and the rest. POI recommendation is important to travelers who 
found themselves in a new place, as it helps them navigate easily and find places that they might 
be looking for without asking a question or getting lost [34]. 

3.2.4. Travelling and Tourism 

According to Oxford Dictionary [57], tourism is an activity that involves people traveling to 
and staying in places outside their usual environment for not more than one consecutive year 
for leisure and not less than 24 hours, for business and other purposes. It could be domestic 
(within the traveler’s own country) or international (outside one’s country). The role LARS is 
playing in this sector is that it guides the travelers in finding nearby businesses, finding places 
to stay such as hotels and motels, and much more.  

The above-mentioned domain of applications of LARS are the major application areas where 
LARS have been used, which are found in the consulted literatures with few that do not fall on 
these categories which we termed as others as presented Table 3.  

Table 3 shows all the consulted literature and their domain of applications. It describes the 
major areas of application of LARS which are categorized into five major categories.  Point of 
interest (POI) is the most widely used application area of LARS, with almost half of the consulted 
literature focused on using LARS to recommend nearby places such as restaurants, hotels, and 
news. The second most widely used area is the E-commerce with more works than the rest of 
the areas, for instances [38], [41], [30] proposed location-aware recommender systems for retail 
services, which recommend products for a specific retail store to customers that are located 
close to them.  [31], [42] proposed LARS for online marketing platforms and [22], [24], [53] and 
[3] focused on building LARS that aid in advertisement aspect of E-commerce. Their systems 
recommend various businesses based on the location of the user.  

The next category is travel and tourism [58], [59], [33], [47], [48], [50], [51] proposed LARS to 
improve travel and tourism experiences by suggesting interesting destination and places to the 
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users. The rest of the categories are entertainment and education accordingly with fewer works 
done on the areas. 

The last category is termed as others, which grouped papers that do not have a direct 
application area but rather explanatory papers or an improvement upon an existing method. 
For example, the work of [56] use a form of LARS to recommend drunk drivers to authorities. 
The system has the capability of detecting the alcohol concentration of the driver, upon 
exceeding a threshold, that driver is recommended to authorities as potential threat. Looking at 
the domain of this work, it does not fall directly into any of the above works therefore, it is put 
into others category. 

3.3. Proposed Lars Models 

The advent of smartphones, wireless network technology, and Global Positioning System 
(GPS) paved the way for user’s location to be collected easily in real-time and extract useful 
information such as frequent user check-ins and user  behaviors. For example, a place where 
user usually check-in in the morning, where user frequent check-in in the evening, in working 
days and weekends. This user behavior can be used to provide automatic recommendations to 
the user without explicitly collecting check-in at real time.  The location context will be used to 
develop location-based context-aware recommender system. 

 

Fig. 3. LARS Publication Trends 

This paper proposed  several  models of LARS based on the traditional RS techniques. The 
models were proposed by extending traditional methodologies and techniques of RS to include 
a location context.  

In Fig.3 the model will utilize user check-in from a smartphone device, and search history to 
build a corpus of frequent user locations and search items.  This can be used to recommend 
service based on user current location. For example, a user can check-in at home and search for 
nearby hospital, or check-in at new hotel and search for nearby restaurants, the recommender 
will then recommend all the nearby hospitals or restaurant in proximity with user location. In 
the Fig.3 it can be seen that the user has favorite locations; home and work, and the most 
frequent search services from history are restaurants, malls, and hospitals. Therefore, in the 
proposed model, these two contexts will be tailored together to provide a personalized 
recommendations to the user based on his location. If the user is at work, a very close restaurant 
will recommend saving a lot of transport time, when compared with distant one.  
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Fig. 4. Displaying nearest restaurants based on user location 

Fig.4 provides a simulation of typical scenario of LARS; a user was recommended a 
restaurant based on the user locations and his proximity to these restaurants. 

The section below described all the proposed models of LARS proposed in this paper, the 
paper present four techniques, LARS based on collaborative filtering, LARS based on Matrix 
factorization, LARS based on content-based filtering and LARS based Machine learning 
technology.  

3.3.1. Collaborative Filtering LARS (CF-LARS) 

It is a method used in traditional recommender system to make a prediction of user interest 
by collecting preference of many users with the intention that if user like item A, then a similar 
user will automatically like item A [3].  The intuition can be extended to LARS by integrating 
location as a contextual information, the collaborative filtering LARS can be formulated as 
follows: 

Given location l for item and user (x, y), then 

∃𝑠𝑖𝑚(𝑥, 𝑦)  (2) 

 𝑥, 𝑦 ∈ 𝑙  () 

This means we can define a similarity function on x, y with respect to l or which belongs to 
same location l. using Pearson correlation the similarity can be computed as: 

𝑠𝑖𝑚𝑙(𝑥,𝑦,𝑖) = ∑
(𝑟𝑢,𝑖,𝑥𝑙−𝑟𝑖̆)

𝜎𝑥𝑙
.

𝑟𝑢,𝑖,𝑦𝑙
− 𝑟̆𝑖 

𝜎𝑦𝑙

𝑛
𝑢=1   (4) 

Where: sim_ (l(x, y, i)) compute the similarity of item to user with respect to its location l. 

3.3.2. Matrix Factorization (MF-LARS) 

Despites the fact that MF can be categorized as machine learning technique, it differs from 
ML technique in the sense that it does not use a classifier to predict ratings, or make 
recommendations, but rather a predefined objective function by simple matrix multiplication. 
According to [42] matrix factorization is a technique used to develop LARS by finding out two 
or more sub-matrices from the factorization of a larger matrix, such that multiplying smaller 
matrices will approximately get the large matrix.  In LARS, Matrix factorization is used to derive 
matrices of user’s preferences and locations from a general matrix that comprises as a whole. It 
discovers features underlying the interactions between two different kinds of entities which 
help in predicting ratings. 

Given user embedding matrix: U🡨 Rm, d  

Item embedding matrix: V🡨 Rn, d 

Location embedding matrix: Z🡨 Rs,d 
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Therefore, feedback matrix: A= U.V.ZT  

Where A, will give approximate estimation of similar items. 
The objective function for the LARS can be given as: 

∑ (𝐴𝑖,𝑗,𝑘 − (𝑈𝑖, 𝑉𝑗, 𝑍𝑘)2 𝑖,𝑗,𝑘   (5) 

3.3.3. Content-Based LARS (CB-LARS): 

Content-based filtering is another category of LARS technique that leverages machine 
learning algorithms power to measure similarities in features to make recommendations. [12, 
14, 16, 23, 45] proposed LARS based on CBF techniques, and it differs from the ML technique in 
the sense that it does not make full use of the algorithms to make the recommendation but 
rather it calculates item features and compare them to user interests. Simply put, it uses item 
features to recommend other items similar to what users like. 

The recommender can be formulated in 3D problem space, with user U, item I and location 
L. the recommendation space can be given as: 

S=U×I×L 

And the rating prediction function can be defined as: 

𝑅𝑢𝑠𝑒𝑟,𝑐𝑜𝑛𝑡𝑒𝑛𝑡,𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛=U×I×L 🡨ratings  (6)  

To obtain a rating for user about an item on a certain location using content information, 
equation (6) can be modified to: 

R_ (user, content,location)= R_(user,content,location)= R_(U×C🡨 r) 

Where r= ratings. 

The function calculates the ratings of user on a particular item at a given location, for 
example, user A may rate item B high in location C, and rate it differently on another location. 

3.3.4. Machine Learning (ML-LARS) 

Machine learning  and deep learning techniques were used to develop RS as in the cases of 
[51], [30], [33], [40], [35], [37], [21], [42] who proposed LARS with several machine learning 
models such as Neural Networks, K-nearest Neighbor, and associative data mining algorithms. 
It was reported by [60] that majority of works in recommender systems use a form of  statistics 
or  machine learning to predict the most favorites items to customers. Despite the success rate 
of this approaches which have proven to be accurate in many domains, the approaches suffer 
from a major drawback of, it can only work well with a large volume of data. In a situation where 
there is not enough data, this approach must make some assumed approximate calculations to 
create the recommendations. 

The most popular approach in this statistical way of building recommender system is deep 
learning, where, softmax embedding is used. 

The probability of items can be given as: 

𝑃𝑗= 𝑒
𝑥,𝑉𝑗

𝑍     (7) 

Where x: output of the last hidden layer 
            V: is the matrix of weights of the softmax layer 
            Z: is the normalization function 

The probability function can be simplified as  

𝑙𝑜𝑔 (𝑃𝑗) =(𝑥, 𝑉𝑗) - log (z)  (8) 
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In section 3.3 three LARS models were proposed based on Collaborative filtering, Content 
Filtering, Matrix factorization and Deep learning techniques.  These models were extension of 
traditional RS techniques to include location as a contextual information to provide 
personalized recommendation service with greater performance. 

The advantage of using deep neural network (DNN) is to overcome the limitations of matrix 
factorization methods of failure to incorporates query features. CNN can easily incorporate 
query features and item features (because of flexible input layer), which can help capture the 
specific interests of a user and improve the relevance of recommendations. 

Each of the above models has its strength and weakness, starting with simplest technique CF. 
According to [20], collaborative filtering is the most popular method used to develop a 
recommender system because of its capabilities of finding the structure of nonlinear shape in 
density-based clusters. Moreover [41], mentioned that CF is the most employed method of 
recommending web services, in their paper they proposed an improvement to RS by adding 
location context and proposed LARS for recommending web services.  

Content based approach is more accurate and robust, it makes recommendation irrespective 
of other users, unlike the collaborative filtering, and it also consider a little inner relationship 
between items. The model recommendations are specific to a user which makes it easier to scale 
to many users. 

3.4. Benefit of Lars 

In general, LARS improves traditional RS by eliminating most of its drawbacks. In LARS the 
problem of cold start was completely eliminated. The system enabled new items to be 
recommended to users even without been rated. As the system gather all items that are tailored 
to user location rated and unrated. The sparsity problem was also neutralized, the problem 
arises if some items were rated by few people, then they won’t be recommended more often 
despites their quality. With integration of location context, the items that are rated by few 
people gets to be recommended as long as they belong to that location. Therefore, LARS actually 
improve RS recommendations, solves many issues associated with it and provides more 
personalized and accurate recommendations. 

3.5. Challenges of Lars 

Despite the huge benefits of LARS, it also has some drawbacks. The success of LARS relies 
heavily on user check-ins, when locations information of some users or items are hidden, then 
LARS cannot recommend those items, as they won’t be listed in the items to be recommended. 
This shows that the performance of LARS is reduced with fewer user check-ins. Another 
problem of LARS is over-generalization. For example. If a person uses LARS for restaurant 
recommendation, the system will always recommend nearby restaurants to the user, 
irrespective of his cuisine taste. Chinese person will not receive a recommendation about 
Chinese restaurant which is not located in the user location. Even though the recommended 
restaurants might not offer Chinese food. 

4. Conclusion 

In this review paper, we give a general overview about Location-aware recommender system 
(LARS). LARS is an extension of traditional RS which came into existence to eliminate the 
problems of  traditional RS, by integrating location contextual information to extend the 
dimension of RS from 2D to 3D. The review provided an exhaustive discussion about different 
methodologies of RS available in literature from (2010-2021). It discussed several domains and 
trend of publication from 2010 to 2021. The paper bridges the knowledge gap missing in 
previous reviews, by proposing several models of LARS based on the traditional methodologies. 
It also presents an in-depth discussion about LARS methodologies showcasing their benefits 
and drawbacks. The paper uncovers that, while LARS eliminates some of the problems of RS 
such as cold start, sparsity, it still suffers from the problem of over generalization and lack of 
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check-ins by the users. It exposes opportunities and challenges in the field. The paper will serve 
as a guide to new  researchers who want to contribute to the field of LARS.  

It is recommended that LARS be improved with the addition of other contexts from user 
profile such as time, weather and so on. It is also recommended that future research should 
investigate several  performance measures of LARS in order to discover the best performing 
techniques. 
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