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1. Introduction  
In recent years, neural networks have gained much attention due to their important role in various 

applications such as content-addressable memory, pattern recognition, and optimization. The process of 
learning or training an Artificial Neural Network (ANN) involves determining the weights in such a way 
that the network produces an output that matches the desired input. This often involves the 

ARTICL E  INFO  
 

ABSTRACT   
 

 
Article history 

Received October 10, 2023 

Revised October 23, 2023 

Accepted November 17, 2023 

 Classification complexity is the main challenge in recognizing sign language 
through the use of computer vision to classify Indonesian Sign Language 
(SIBI) images automatically. It aims to facilitate communication between 
deaf or mute and non-deaf individuals, with the potential to increase social 
inclusion and accessibility for the disabled community. The comparison of 
algorithm performance in this research is between the neural network 
algorithm and multi-layer perceptron classification in letter recognition. 
This research uses two methods, namely a neural network and a multi-layer 
perceptron, to measure accuracy and precision in letter pattern recognition, 
which is expected to provide a foundation for the development of better 
sign language recognition technology in the future. The dataset used 
consists of 32,850 digital images of SIBI letters converted into alphabetic 
sign language parameters, which represent active signs. The developed 
system produces alphabet class labels and probabilities, which can be used 
as a reference for the development of more sophisticated sign language 
recognition models. In testing using the neural network method, good 
discrimination results were obtained with precision, recall and accuracy of 
around ±81%, while in testing using the multi-layer perceptron method 
around ±86%, showing the applicative potential of both methods in the 
context of sign language recognition. Testing of the two normalization 
methods was carried out four times with a comparison of the normalized 
data, which can provide further insight into the effectiveness and reliability 
of the normalization technique in improving the performance of sign 
language recognition systems. 
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minimization of an error function calculated based on the difference between the network output and 
the expected output from a set of training data. The Multilayer Perceptron (MLP) is the most commonly 
used model in neural network applications and uses a back propagation training algorithm [1]. The 
importance of architecture definition in MLP networks cannot be ignored, as a lack of connections can 
result in the network not being able to solve the problems it faces due to parameters that cannot be set 
sufficiently, while an excess of connections can result in overfitting of the training data [2]. Pattern 
recognition is a common problem that is currently gaining significant attention, whether in the context 
of facial recognition, fingerprinting, handwriting, or character pattern recognition from printouts. In 
general, pattern recognition techniques aim to classify and describe complex patterns or objects through 
measuring the properties or characteristics of these objects [3]. The stages involve preprocessing, feature 
extraction, and classification, which is often done by applying approximation methods, including ANN, 
in character pattern recognition systems [4], [5]. 

Neural networks are one of the artificial representations that attempt to simulate the learning process 
of the human brain [6]. The term "artificial" is used because this neural network is implemented through 
a computer program that is capable of carrying out various calculations during the learning process. 
Neural networks are used for modeling and learning to form a reference model. After learning, this 
network can be used for pattern matching, and neural network models can be classified based on various 
criteria, including learning methods [7]. In the context of architecture, input and output types can be 
binary or bipolar, depending on the need. Modeling with neural networks is an attempt to build 
intelligence and self-learning systems using simple components inspired by biological network models 
[8]. 

The goal of this research is to improve the ability of computer systems to effectively recognize letter 
patterns, even when provided with a limited number of examples. Although computer systems have 
weaknesses when faced with a large number of pattern examples, this research aims to find techniques 
that can improve the ability of computers to recognize and represent patterns [9]. One approach that 
has shown promising results is the use of artificial neural networks, which utilize image processing and 
neural network methods. Learning algorithms in neural networks, such as MLP, are a form of guided 
learning algorithm [10]. The neural network increases its weights at each iteration for each pair of input-
output data (epoch), with the calculation of the error used as a parameter for weight improvement. This 
process stops when the error reaches a predetermined maximum limit [11]. The learning process is also 
affected by the learning rate [12]. MLP is one of the most commonly used network architectures in 
pattern recognition. MLP has a feed-forward structure involving input layers, hidden layers, output 
layers, and model parameters such as bias and adjustable weights [11]. This structure exhibits behavioral 
stability and fault tolerance and is capable of modeling functions with varying degrees of complexity, 
which depend on the number of layers and units in each layer [13]. The MLP training and testing 
process consists of prediction stages that are made by learning the training data. The MLP training and 
testing process is illustrated in Fig. 1. In terms of algorithms, the training process is carried out through 
a series of steps as follows. 

Related research has examined the identification and recognition of each number character in printed 
SIBI with neural network methods [14], [15]. Other research applies the recognition of the most 
frequently used words to recognize the alphabet [16]. In addition, research has focused on optimization 
to combine neural network and MLP methods to optimize the data processing mechanism [11]. Also, 
there are studies that try to identify cardiac arrhythmia by using neural network and MLP simultaneously 
[13]. However, diverse writing styles have made handwriting identification an extensive and interesting 
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research subject over the past decades. Therefore, the focus of this research is to compare various method 
approaches in recognizing hand patterns against language cues that have been converted into numerical 
data. Related research has been done to get 59.5% accuracy by identifying characters against hand 
patterns with Fourier transformed image extraction method [17]. The next research achieved an accuracy 
of 61% with the JST Backpropagation method [18]. Research using the same method on the 
classification of Hanacaraka Javanese script resulted in an accuracy of 74% [19]. However, until now 
there has been no research that specifically analyzes the comparison of neural network and MLP 
algorithms to classify SIBI images in the context of the alphabet. SIBI images are in the form of wrist 
images, which are basically simple and easy to classify. Therefore, it is necessary to analyze the 
performance comparison between neural network and MLPD by considering accuracy, precision, and 
root mean squared error. This research aims to provide a better understanding of the selection of suitable 
algorithms for classifying SIBI images. In this study, we trained the network with neural net algorithm 
together with multi-layer perceptron using Rapidminer 10.02 software. The input layer consists of 25 
predictors, while the output layer has two units representing two categories in the dependent variable. 
Since the training samples were diverse, the hidden layer consisted of 18 to 26 hidden units. The test 
results using the neural network method showed accuracy, recall, and precision of about ±81%, while in 
the test with the multi-layer perceptron method it was about  ±86%. The test was conducted four times 
by comparing the normalized data using both methods.  

2. Method 
In this study, the research process involved several stages, starting with data collection. The next 

stage involves data processing, specifically data normalization, which is then followed by testing the 
selected algorithm. The final stage is to test the method against the data, with the hope of producing a 
high level of accuracy and precision. 
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Fig. 1. Data Processing Flow 
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2.1. Data Collection  
The type of data used in this research is the SIBI image conversion value, which is obtained from the 

image conversion source. Letter recognition for communication is very important today, especially for 
individuals with communication disorders. The goal of SIBI development is to facilitate sustainable 
communication for those with communication disorders. The conversion parameter values obtained were 
25 alphabetic characters with a total of 32,850 data points. 

2.2. Data Normalization 
The process of scaling attribute values to fit a specified range is called normalization [20]. The data 

obtained from SIBI image conversion has a wide distribution, so normalization is necessary. The range 
of values categorized as legible letters have characteristic values to determine the similarity of the 
alphabet. Normalization ensures that diverse data attributes have the same influence when used for data 
analysis by making them uniform. Some of the normalization techniques used are: 

• Min-Max Normalization is the process of rescaling data from one range to another [21]. This 
method uses the formula expressed in Equation (1) to transform the data to the target range. 

𝑋𝑛𝑒𝑤 =
𝑋𝑜𝑙𝑑−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
   () 

• Z-Score normalization is done by removing the middle value of the data and then dividing it by the 
standard deviation [22]. The z-score normalization method is shown in formula (2). 

𝑋𝑛𝑒𝑤 = 𝑋𝑜𝑙𝑑 − 𝜇/𝜎   () 

• Decimal Scale Normalization where this normalization method divides several previous result 
variables by the maximum result variable [23]. This approach is presented in Equation (3). 

𝑋𝑛𝑒𝑤 =
𝑋𝑜𝑙𝑑

𝑋𝑚𝑎𝑥
   () 

2.3. Classification 
The classification algorithm used in this research is artificial neural network. The training program 

is a type of learning because the training method must be objective. It is called backward propagation 
because during training the error goes back to the base unit [24]. The network architecture used in this 
research is a multilayer network. The input layer, hidden layer, and output layer form a network [2]. 
The input layer consists of 16 neurons with derived feature values. The number of neurons in the hidden 
layer has been changed to improve performance [1]. 

• Neural Network 

This section presents details of the neural net and Multi-layer Perseptron methods to produce This 
section presents details of the neural net and Multi-layer Perseptron methods to produce accuracy 
and precision in measuring the accuracy level of hand shape reading in SIBI, the performance of 
the methods is measured alphabetically. MLP is the second classification algorithm used in this 
research as a comparison to the first method. MLP is part of supervised learning because the 
training method must be objective. It is called a perceptron because errors are fed back to the 
underlying unit during learning [12]. The network architecture used in this research is a multilayer 
network, which is a network architecture with many layers. The input layer, hidden layer, and 
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output layer form a network. The input layer contains neurons that contain the extracted feature 
values. Change the number of neurons in the hidden layer for best results [22]. 

• Multi-Layer Perceptron 

The multilayer perceptron arises from the development of the basic perceptron, which consists of 
one or more hidden layers between the input and output layers. Here the neurons are arranged in 
layers that are connected continuously from the bottom layer to the top layer without any 
connection between different layers of neurons (see Fig. 2). The number of neurons in the input 
layer is equal to the number of measurements of the model problem, and the number of neurons 
in the output layer is equal to the number of classes. The selection of layers, the number of neurons 
per layer and their connections is called network design [25]. Architecture optimization is the key 
to a network that fits the parameters and scalability suitable for classification or regression. A 
multilayer perceptron is an ANN that consists of several layers, including one input layer, several 
hidden layers, and one output layer. Each MLP layer contains neurons that are all connected to 
neurons in the next layer. The input and output layers contain colored circle neurons, while the 
hidden layer has white circle neurons. The method used in this development is JST through multi-
layer perceptron, a model with applications and training superior to simple JST formation [26]. 
The multi-layer perceptron method is a supervised learning approach in artificial neural network 
systems. When designing a neural network, the number of specifications that require identification 
must be considered a neural network consists of many neurons and inputs [27]. Multi-layer 
Perceptron is the simplest form of JST used to classify special patterns commonly called linearly 
separable, i.e. patterns that lie on opposite sides of a plane. Perceptron basically consists of a single 
neuron with synaptic weights and thresholds that can be set, Perceptron is limited to classifying 
only two classes, therefore the shortcomings of the perceptron method are improved into a multi-
layer perceptron to reduce these problems [2]. Confusion matrix show as Table. 1. 

Table 1.  Confusion matrix 

Classification Results 
 K1 K2 K3 K4 K5 K6 K7 K8 K9 … K20 

K1 X           
K2  X          
K3   X         
K4    X        
K5     X       
K6      X      
K7       X     
K8        X    
K9         X   
…          X  

K20           X 

 

2.4. Spliting 
Separation of a dataset into two different subsets. The purpose of data division is to isolate a portion 

of the data for a specific purpose, such as model training, model testing. The result can see which 
accuracy and precision is better [13]. 



102 
Science in Information Technology Letters 

ISSN 2722-4139 
Vol. 4., No. 2, November  2023, pp. 97-108 

  

 Bagaskoro et al. (Hand image reading approach method to Indonesian Language Signing System (SIBI) 

Training 70% Testing 30%

Training 80% Validate 20%

Normalize

 
Fig. 2. Splitting Data 

Data splitting is used for neural network and MLP algorithms, respectively, for training and testing 
[26]. Both algorithms use some of the total data for training and the rest for testing. Furthermore, the 
training dataset is divided into 70% for actual training and 30% for validation. Each alphabet in the 
alphabet dataset is used for training, testing, and validation procedures. 

2.5. Testing 
The data collected during the experiment is divided into two parts: training data and test data. In 

this experiment, we divided 32850 SIBI image transfer data by clustering the data into 20 groups. Cross 
validation is used as a data divider with a K value of 10, choosing the K value because it has a fairly high 
accuracy rate compared to K values above or below the specified value [20]. 

2.6. Evaluation 
A performance measure approach in binary problem solving or confusion matrix is used to reassess 

neural network classification algorithms [28]. This evaluation approach is currently used to test two 
classes, but can be modified to handle multi-class classification. Fig. 3 shows the confusion matrix for 
obtaining accuracy and precision values [29], [30]. Equation (6) is used to obtain the accuracy value to 
determine the correctness of the data against the evaluation results. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑𝑁𝑐𝑜𝑟𝑟𝑒𝑐𝑡

∑𝑁
   () 

where Σ𝑁 correct is the number of correctly classified image data, and Σ 𝑁 is the number of available 
image data. 

Precision is the ratio of positive correct predictions compared to the overall positive predicted results 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
   () 

where n is the sample size, z is a constant 0.5 and p is the proportion of the prevalence of the event, d is 
the precision. 

Recall is the ratio of positive correct predictions compared to all positive data. Recall answers the 
question of what percentage of the alphabet will be predicted compared to the entire actual alphabet 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
   () 

3. Results and Discussion 
Furthermore, the careful selection of parameters for the neural network approach, such as the 

training cycle, learning rate, and momentum, demonstrates a conscious effort to balance the model's 
potential for learning complicated patterns across the 200 training cycles. Similarly, the multi-layer 
perceptron parameters, which include a shorter training cycle of 10, 10 generations, and 4 ensembles, 
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point to a more iterative and ensemble-based approach, potentially aimed at capturing multiple 
perspectives within the dataset. The interaction of these parameters emphasizes the complex tactics used 
to maximize each model's performance in the defined experimental contexts [31]–[34]. Specifications of 
Backpropagation as show in Table 2. 

Table 2.  Specifications of Backpropagation and MLP Artificial Neural Networks 

Characteristic Specification 
MLP 

Training cycles 10 
Number of generation 10 

Number of esemble mlps 4 
Neural Net 

Training cycles 200 
Learning Rate 0.02 
Momentum 0.8 

Maximum Iteration 328 
Testing  10/90; 20/80; 30/70; 40/60 ;50/50 ;40/60 ;30/70 ;20/80 ;10/90 
Training  10/90; 20/80; 30/70; 40/60 ;50/50 ;40/60 ;30/70 ;20/80 ;10/90 

 

3.1. Determination of the Number of K in K-Fold Cross-Validation 
The data used in the experiment consists of 32850 sample trials of finger sensor readings consisting 

of alphabet reading objects A to Y. Testing is done by entering the type of .csv file in the method 
approval application, Rapidminer. Accuracy is the accuracy of alphabet selection based on sensor readings 
based on finger data performing actions [17]. Comparison of data values received by the sensor will 
detect all alphabets, then the sensor value that has a difference in value with the same alphabet, the 
accuracy value will be close to 100% [18]. Table 3 and table 4 show a level of accuracy, precision and 
recall of SIBI data reading based on two experimental methods used using Z-transformer normalization 
and Range Transformation. Fig. 3 is the Confusion matrix of MLP that has been trained and tested. 

 

Fig. 3. Confusion Matrix MLP 

Table 3 and Table 4 have been included to demonstrate the achieved levels of accuracy, precision, 
and recall in the context of SIBI data reading to provide granular insight into the performance metrics. 
These assessments were carried out utilizing two independent experimental methodologies, namely Z-
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transformer normalization and Range Transformation. Furthermore, Fig. 3 depicts a visual 
representation of the Multi-Layer Perceptron (MLP) model's Confusion matrix, highlighting its 
usefulness after both the training and testing periods. This thorough examination not only highlights 
the soundness of the experimental approach, but also provides light on the nuanced complexities of the 
acquired results. 

Table 3.  Best Normalization Z-Transformation Result 

Scenario 
Training 

Data 
Test 
Data 

Z-Transfromation 
Accuracy (%) Precision (%) Recall (%) 

Neural Net Automlp Neural Net Neural Net Automlp Neural Net 
1 50 50 77.81 83.17 78.39 83.37 77.39 82.86 
2 60 40 79.94 85.17 80.19 85.42 79.54 84.93 
3 70 30 78.99 81.55 79.20 81.96 78.56 81.21 
4 80 20 81.02 84.02 81.41 84.23 80.63 83.71 
5 90 10 81.11 85.49 81.32 86.00 80.76 85.23 
6 10 90 67.46 73.35 67.00 74.66 67.01 72.90 
7 20 80 74.45 79.17 75.11 79.91 73.94 78.80 
8 30 70 76.49 81.00 76.59 81.42 76.08 80.70 
9 40 60 77.99 83.03 78.54 83.63 77.58 82.78 
 
Testing is done by dividing the data into test data and training data, the comparison means that the 

entire training data becomes training data and the rest becomes test data, before the training data enters 
the training data model, training is done with validate data [19]. The results of the combination at the 
feature level of the two methods can be seen in Table 3 and Table 4. The testing scenario will be tested 
based on the scenario by dividing the dataset into 50% training data and 50% testing data, so that the 
data to be tested for each class is three test data. Getting the results of the precision of the Neural Net 
method 77%, and MLP 82%, and for the precision of Neural Net 78% and MLP 82% and the recall 
value of neural network 80%. 

Table 4.  Best Normalization Range Transformation Result 

Scenario 
Training 

Data 
Test 
Data 

Range Transfromation 
Accuracy (%) Precision (%) Recall (%) 

Neural Net Automlp Neural Net Neural Net Automlp Neural Net 
1 50 50 77.81 82.77 78.39 83.21 77.39 82.47 
2 60 40 79.94 84.47 80.19 84.86 79.54 84.20 
3 70 30 78.99 81.38 79.20 81.84 78.56 81.00 
4 80 20 81.02 84.08 81.41 84.34 80.63 83.78 
5 90 10  81.11 85.46 81.32 86.04 80.76 85.21 
6 10 90 67.46 73.78 67.00 74.71 67.01 73.31 
7 20 80 74.45 80.40 75.11 81.11 73.94  80.10 
8 30 70 76.49 80.53 76.59 80.91 76.08 80.16 
9 40 60 77.99 83.52 78.54 83.80 77.58 83.2 
 

Based on the results of testing the methods that have been carried out, neural networks have 
performance with a comparison of 80% training data and 20% test data getting the best accuracy of 
82.30%, while MLP has an accuracy performance of 84.54%. The total computation time of the training 
and testing process in the neural network algorithm is much faster when compared to MLP. The 
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precision for the neural network algorithm is 82.64%, while the MLP algorithm is greater than the 
neural network with a precision value of 84.79%. 

3.2. Evaluation 
In Fig. 3, it can be seen that the recognition of each letter for each test data has quite good results. 

Several times there were misrecognition of the letters A, C, E, G, M, N and S. The recognition error 
occurred because the features formed by each letter have a very high level of similarity. The letter Q 
cannot be recognized at all and is predicted to be the letter G. In contrast to letters such as letters B, D, 
F, I, L, V, W, X, and Y, the recognition of these letters is very good because they have features that have 
a low level of similarity compared to other letters. The letters J and Z which are dynamic can be 
recognized well because both letters are dynamic. Proven by Table 3 and Table 4 with a large level of 
precision, accuracy and recall, so that the results of the test scenarios that have been tested in Table 3 
and Table 4 can produce an accuracy rate of 85.46% obtained from the Neural Net method. 

4. Conclusion 
Testing is necessary in this research to ascertain the characteristics of each letter, as the Indonesian 

Sign Language (SIBI) system contains several letters that have high similarities. After conducting 
extensive trials using neural network and multilayer perceptron (MLP) methods, it can be concluded 
that the static and dynamic features of SIBI can be recognized well, with an average accuracy of 81% 
using the neural network method and 85% using the MLP method. Under the best precision conditions 
with both methods and Range Transformation normalization, fingerprint reading on SIBI reached 86% 
accuracy using a training-testing ratio of 90:10. This model is developed to optimize the architecture of 
artificial neural network (ANN). Genetic algorithms are suitable for obtaining optimal solutions to 
nonlinear problems. This method was evaluated to determine the optimal number of hidden layers and 
connection weights in MLP, as well as the best weight matrix after training. We have proposed a new 
modeling approach for the MLP architecture optimization problem as a mixed integer problem with 
constraints. 

Acknowledgment  
This journal article was written by Muhammad Cahyo Bagaskoro, Fadillah Prasojo, Anik Nur 

Handayani, Emanuel Hitipeuw, Aji Prasetya Wibawa, and Yoeh Wen Liang based on the results of 
research on the Hand Image Reading Approach Method to the Indonesian Language Sign System (SIBI) 
Using Neural Network and Multi-Layer Perceptron-funded by the Department of Electrical Engineering 
and Informatics, State University of Malang. The contents are the sole responsibility of the author. 

Declarations  
Author contribution. All authors contributed equally to the main contributor to this paper. All 
authors read and approved the final paper.  
Funding statement. None of the authors have received any funding or grants from any institution or 
funding body for the research.  
Conflict of interest. The authors declare no conflict of interest.  
Additional information. No additional information is available for this paper 

 



106 
Science in Information Technology Letters 

ISSN 2722-4139 
Vol. 4., No. 2, November  2023, pp. 97-108 

  

 Bagaskoro et al. (Hand image reading approach method to Indonesian Language Signing System (SIBI) 

References 
[1] H. Ramchoun, M. A. J. Idrissi, Y. Ghanou, and M. Ettaouil, “Multilayer perceptron: Architecture 

optimization and training with mixed activation functions,” ACM International Conference Proceeding 
Series, vol. Part F1294., pp. 1-6, 2017, doi: 10.1145/3090354.3090427. 

[2] A. P. S. Lins and T. B. Ludermir, “Hybrid optimization algorithm for the definition of MLP neural network 
architectures and weights,” Proc. - HIS 2005 Fifth Int. Conf. Hybrid Intell. Syst., vol. 2005, pp. 6–11, 2005, 
doi: 10.1109/ICHIS.2005.61. 

[3] M. F. Naufal and S. F. Kusuma, “Comparison Analysis Of Machine Learning And Deep Learning 
Algorithms For Image Classification Of Indonesian Language Signing Systems (Sibi),” JTIIK, vol. 10, no. 
4, pp. 873–882, 2023, doi: 10.25126/jtiik.2023106828. 

[4] A. A. Pratama, E. Rakun, and D. Hardianto, “Human Skeleton Feature Extraction from 2-Dimensional 
Video of Indonesian Language Sign System SIBI (Sistem Isyarat Bahasa Indonesia) Gestures,” ICCAI, pp. 
100–105, 2019, doi: 10.1145/3330482.3330484. 

[5] S. Khalid, T. Khalil, and S. Nasreen, “A Survey of Feature Selection and Feature Extraction Techniques in 
Machine Learning,” Sci. Inf. Conf., pp. 372–378, 2014, doi: 10.1109/SAI.2014.6918213. 

[6] S. Grania et al., “Application of the Perceptron Algorithm in Artificial Neural Networks in Division of 
Departments,” J. Tenologi Inf., vol. 11, No. 2, pp. 25–29, 2015. [Online]. Available at: 
https://journal.ubm.ac.id/index.php/teknologi-informasi/article/view/353. 

[7] S. A. Sindarto, D. E. Ratnwati, and I. Arwani, “Image Classification of the Indonesian Sign Language 
System (SIBI) using the Convolutional Neural Network Method on Android-based Software,” J. Pengemb. 
Teknol. Inf. dan Ilmu Komput., vol. 6, no. 5, pp. 2129-2138, 2022.[Online]. Available at: https://j-
ptiik.ub.ac.id/index.php/j-ptiik/article/view/10990. 

[8] I. Mekongga, R. Gernowo, and A. Sugiharto, “The Prediction of Bandwidth On Need Computer Network 
Through Artificial Neural Network Method of Backpropagation,” J. Sist. Inf. Bisnis, vol. 2, no. 2, pp. 98–
107, 2012, doi: 10.21456/vol2iss2pp098-107. 

[9] N. Thiracitta and H. Gunawan, “SIBI Sign Language Recognition Using Convolutional Neural SIBI Sign 
Language Recognition Using Convolutional Neural Network Combined with Transfer Learning and non-
trainable Network Combined with Transfer Learning and non-trainable Parameter,” Procedia Comput. Sci., 
vol. 179, no. 2019, pp. 72–80, 2021, doi: 10.1016/j.procs.2020.12.011. 

[10] F. Huang, Z. Cao, S. Jiang, C. Zhou, J. Huang, and Z. Guo, “Landslide susceptibility prediction based on 
a semi-- supervised multiple-layer perceptron model,” Lanslides, vol. 17, pp. 2919–2930, 2020, doi: 
10.1007/s10346-020-01473-9. 

[11] L. Yusnita, R. Roestam, and R. B. Wahyu, “Implementation of Real-Time Static Hand Gesture Recognition 
Using Artificial Neural Network,” J. CommIT, vol. 11, no. 2, pp. 85–91, 2017, doi: 
10.21512/commit.v11i2.2282. 

[12] P. Sibi, S. A. Jones, and P. Siddarth, “Analysis of different activation functions using back propagation 
neural networks,” JATIT, vol. 47, no. 3, pp. 1264–1268, 2013. [Online]. Available at: 
https://www.jatit.org/volumes. 

[13] S. Savalia and V. Emamian, “Cardiac Arrhythmia Classification by Multi-Layer Perceptron and Convolution 
Neural Networks,” MDPI, p. 12, 2018, doi: 10.3390/bioengineering5020035. 

[14] M. B. S. Bakti and Y. M. Pranoto, “Recognition of Indonesian Sign System Numbers Using the 
Convolutional Neural Network Method,” Semin. Nas. Inov. Teknol., pp. 11–16, 2019. [Online]. Available 
at: https://proceeding.unpkediri.ac.id/index.php/inotek/article/view/504. 

[15] A. N. Handayani, M. I. Akbar, H. Ar-Rosyid, M. Ilham, R. A. Asmara, and O. Fukuda, “Design of SIBI 
Sign Language Recognition Using Artificial Neural Network Backpropagation,” 2022 2nd Int. Conf. Intell. 
Cybern. Technol. Appl., pp. 192–197, 2022, doi: 10.1109/ICICyTA57421.2022.10038205. 

https://doi.org/10.1145/3090354.3090427
https://doi.org/10.1109/ICHIS.2005.61
https://doi.org/10.25126/jtiik.20241046823
https://doi.org/10.1145/3330482.3330484
https://doi.org/10.1109/SAI.2014.6918213
https://journal.ubm.ac.id/index.php/teknologi-informasi/article/view/353
https://j-ptiik.ub.ac.id/index.php/j-ptiik/article/view/10990
https://j-ptiik.ub.ac.id/index.php/j-ptiik/article/view/10990
https://doi.org/10.21456/vol2iss2pp098-107
https://doi.org/10.1016/j.procs.2020.12.011
https://doi.org/10.1007/s10346-020-01473-9
https://doi.org/10.21512/commit.v11i2.2282
https://www.jatit.org/volumes/Vol47No3/61Vol47No3.pdf?source=post_page---------------------------
https://doi.org/10.3390/bioengineering5020035
https://proceeding.unpkediri.ac.id/index.php/inotek/article/view/504
https://doi.org/10.1109/ICICyTA57421.2022.10038205


ISSN 2722-4139 
Science in Information Technology Letters 

107 
Vol. 4., No. 2, November  2023, pp. 97-108 

  

 Bagaskoro et al. (Hand image reading approach method to Indonesian Language Signing System (SIBI) 

[16] A. Mardiana and T. Wahyuni, “Design And Design Of A Vocabulary Recognition Android Application For 
Deaf Disabilities Using The Sign System Method,” Infotech J., vol. 5, no. 1, pp. 64–68, 2019. [Online]. 
Available at: https://core.ac.uk/download/pdf/228882667.pdf. 

[17] Y. sartika S. Prihandi, Ifan Ranggadara, Indra Dwiasnati, Saruni Sari, “Implementation of Backpropagation 
Method for Identified Javanese Scripts Implementation of Backpropagation Method for Identified Javanese 
Scripts,” J. Phys. Conf. Ser., p. 7, 2020, doi: 10.1088/1742-6596/1477/3/032020. 

[18] N. Nurmila and A. Sugiharto, “Algoritma Back Propagation Neural Network untuk Pengenalan Pola 
Karakter Huruf Jawa,” J. Masy. Inform., vol. 1, no. 1, pp. 1–10, 2010, doi: 10.14710/jmasif.1.1.74. 

[19] A. Setiawan, A. S. Prabowo, and E. Y. Puspaningrum, “Handwriting Character Recognition Javanese Letters 
Based on Artificial Neural Network,” Int. J. Comput. Netw. Secur. Inf. Syst., vol. 1, no. 1, pp. 39–42, 2019. 
[Online]. Available at: https://ijconsist.org/index.php/ijconsist/article/view/12. 

[20] A. Nur, H. Wahyu, K. Lindi, and K. Arai, “Recognition of Handwritten Javanese Script using 
Backpropagation with Zoning Feature Extraction,” J. KEDS, vol. 4, no. 2, pp. 117–127, 2021, doi: 
10.17977/um018v4i22021p117-127. 

[21] T. Jayalakshmi and A. Santhakumaran, “Statistical Normalization and Back Propagationfor Classification,” 
Int. J. Comput. Theory Eng., vol. 3, no. 1, pp. 89–93, 2011, doi: 10.7763/ijcte.2011.v3.288. 

[22] Z. Zhao, S. Xu, and B. H. Kang, “Investigation and improvement of multi-layer perception neural networks 
for credit scoring.pdf,” J. Elsevier, pp. 3508-3516, 2014, doi: 10.1016/j.eswa.2014.12.006. 

[23] A. S. Eesa and W. K. Arabo, “A Normalization Methods for Backpropagation: A Comparative Study,” Sci. 
J. Univ. Zakho, vol. 5, no. 4, p. 319, 2017, doi: 10.25271/2017.5.4.381. 

[24] L. N. Hayati, A. N. Handayani, W. S. G. Irianto, R. A. Asmara, D. Indra, and M. Fahmi, “Classifying 
BISINDO Alphabet using Tensorflow Object Detection API,” Ilk. J. Ilm., vol. 15, no. 2, pp. 358–364, 2023, 
doi: 10.33096/ilkom.v15i2.1692.358-364. 

[25] S. Samadianfard, S. Hashemi, K. Kargar, and M. Izadyar, “Wind speed prediction using a hybrid model of 
the multi-layer perceptron and whale optimization algorithm,” Energy Reports, vol. 6, pp. 1147–1159, 2020, 
doi: 10.1016/j.egyr.2020.05.001. 

[26] S. Moghanian and F. B. Saravi, “GOAMLP : Network Intrusion Detection With Multilayer Perceptron and 
Grasshopper Optimization Algorithm,” IEEE, vol. 8, pp. 215202-215213, 2020, doi: 
10.1109/ACCESS.2020.3040740. 

[27] Y. Park and S. Lek, “Artificial Neural Networks Multilayer Perceptron for Ecological Modeling.pdf,” J. 
Elsevier, vol. 28, pp. 123–140, 2016, doi: 10.1016/B978-0-444-63623-2.00007-4. 

[28] G. Bueno, O. D. Id, A. P. Id, J. Ruiz-santaquiteria, and J. Salido, “applied sciences Automated Diatom 
Classification ( Part A ): Handcrafted Feature Approaches,” MDPI, vol. 7, pp. 1–22, 2017, doi: 
10.3390/app7080753. 

[29] A. Bogoliubova, “Accuracy Assessment Of Automatic Image Processing For Land Cover Classification Of 
St . Petersburg Protected Area * 1,” ACTA, vol. 13, pp. 5–22, 2014. [Online]. Available at: 
https://yadda.icm.edu.pl/baztech/element/bwmeta1.element.baztech-8eff476e-c9b7-43c3-a566-
724896da62c1. 

[30] M. Sholawati, K. Auliasari, and F. X. Ariwibisono, “Development Of Sibi Alphabetic Sign Language 
Recognition Application Using Convolutional Neural Network (CNN) Method,” J. JATI, vol. 6, no. 1, pp. 
134–144, 2022, doi: 10.36040/jati.v6i1.4507. 

[31] A. R. Yessa and M. Hardjianto, “Prediction of Water Use Using Backpropagation Neural Network Method 
and Particle Swarm Optimization,” Bit-Tech, vol. 2, no. 3, pp. 0148–0157, 2020, doi: 10.32877/bt.v2i3.158. 

[32] M. Jahangir, H. Afzal, M. Ahmed, K. Khurshid, and R. Nawaz, “ECO-AMLP: A Decision Support System 
using an Enhanced Class Outlier with Automatic Multilayer Perceptron for Diabetes Prediction,” p. 19, 
2017. [Online]. Available at: https://arxiv.org/abs/1706.07679. 

https://core.ac.uk/download/pdf/228882667.pdf
https://doi.org/10.1088/1742-6596/1477/3/032020
https://doi.org/10.14710/jmasif.1.1.74
https://ijconsist.org/index.php/ijconsist/article/view/12
https://doi.org/10.17977/um018v4i22021p117-127
https://doi.org/10.7763/IJCTE.2011.V3.288
https://doi.org/10.1016/j.eswa.2014.12.006
https://doi.org/10.25271/2017.5.4.381
https://doi.org/10.33096/ilkom.v15i2.1692.358-364
https://doi.org/10.1016/j.egyr.2020.05.001
https://doi.org/10.1109/ACCESS.2020.3040740
https://doi.org/10.1016/B978-0-444-63623-2.00007-4
https://doi.org/10.3390/app7080753
https://yadda.icm.edu.pl/baztech/element/bwmeta1.element.baztech-8eff476e-c9b7-43c3-a566-724896da62c1
https://yadda.icm.edu.pl/baztech/element/bwmeta1.element.baztech-8eff476e-c9b7-43c3-a566-724896da62c1
https://doi.org/10.36040/jati.v6i1.4507
https://doi.org/10.32877/bt.v2i3.158
https://arxiv.org/abs/1706.07679


108 
Science in Information Technology Letters 

ISSN 2722-4139 
Vol. 4., No. 2, November  2023, pp. 97-108 

  

 Bagaskoro et al. (Hand image reading approach method to Indonesian Language Signing System (SIBI) 

[33] A. P. Markopoulos, S. Georgiopoulos, and D. E. Manolakos, “On the use of back propagation and radial 
basis function neural networks in surface roughness prediction,” J. Ind. Eng. Int., pp. 389-400, 2016, doi: 
10.1007/s40092-016-0146-x. 

[34] B. Kijsirikul and S. Sinthupinyo, “Approximate ILP Rules by Backpropagation Neural Network: A Result 
on Thai Character Recognition,” Lect. Notes Comput. Sci., Apr. pp. 162-173, 2003, doi: 10.1007/3-540-
48751-4_16. 

 

https://doi.org/10.1007/s40092-016-0146-x
https://doi.org/10.1007/3-540-48751-4_16
https://doi.org/10.1007/3-540-48751-4_16

