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1. Introduction 
Indonesia is a country rich in culture. One of the cultures that Indonesia has is a puppet show or 

wayang. Wayang is a cultural relic from ancient ancestors estimated to have existed since +-1500 BC [1]. 
Wayang is a performance that tells an event by depicting human characters [2]. These performances 
basically have their own function, including as a medium for conveying moral messages to society [2], as 
respect and a request for blessings from the spirits of ancestors [1], as a medium of education for the 
public [2], as a medium for da’wah during the time of Sunan Kalijaga [3], as the communication medium, 
as the character building of people according to the wayang’s moral value [2]. The development of wayang 
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 This research focuses on sentiment analysis of Wayang Climen 
performances in Indonesia using the Naïve Bayes algorithm. Wayang, a 
traditional puppet show, holds cultural significance and has persisted 
alongside modern entertainment options. The study collected public 
comments from Dalang Seno and Ki Seno Nugroho's YouTube channels, 
classified them into positive, negative, and neutral sentiments, and 
employed a translation process to align comments with program language 
objectives. Preprocessing steps included case folding, removing 
punctuation, tokenizing, stopword removal, and post-tagging. To address 
data class imbalances, resampling was performed using the Synthetic 
Minority Oversampling Technique (SMOTE). The Naïve Bayes algorithm 
was utilized for data classification, exploring various translation scenarios. 
Evaluation involved the confusion matrix method and metrics like accuracy, 
precision, recall, and f-measure. Results demonstrated that the Dalang 
Seno train data scenario outperformed Ki Seno Nugroho's, with higher 
precision, recall, accuracy, and f-measure values. Additionally, the 
translation scenario from Indonesian to English yielded the most effective 
results. In conclusion, this study highlights the suitability of the Naïve 
Bayes algorithm for sentiment analysis in the context of Wayang Climen 
performances, with practical implications for understanding public 
sentiment in the digital age. 
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still happens in this era even though there are some entertainment such as television, social media, etc. 
It means that wayang has been rooted in society for a long time [4]. 

Social media is online content that is accessible to people [5]. The society uses it to share the 
knowledge and information. People actively participate in social media to give their opinions and 
comments [6]. During the pandemic, the government did the mobility distancing by implementing a 
large-scale social distancing (PSBB). People are advised to stay at home, not in crowds [7]. Due to 
government regulations, Dalang Seno initiated an innovative wayang climen performance that was 
streamed on YouTube to cure people’s longing for wayang performances. He presented wayang climen 
that deviates from the standard wayang presentations. It was designed with a straightforward and 
minimalistic idea. YouTube can provide public access to provide opinions on Dalang Seno’s wayang 
climen performances. To find out how the public comments on wayang climen, a sentiment analysis was 
carried out on the public’s comments. It is the process of managing textual data into important sentiment 
information contained in a sentence [8]. In this study, researchers propose to conduct sentiment analysis 
using the Naïve Bayes method to determine the public’s response to the wayang climen performance. 
The Naïve Bayes method is a simple method to apply [9]. Previous research conducted by Ghulam, 
comparing the results of the Naïve Bayes, Lexicon Based, and Support Vector Machine algorithms, 
concluded that the highest accuracy value was the Naïve Bayes algorithm with an accuracy value of 95%. 
In his research, Ghulam compared algorithms on the 2017 DKI Jakarta Governor Candidate dataset on 
Twitter social media, totaling 300 data. Ghulam suggested that in future research, it is necessary to add 
real-time and more data [10]. That reference is used as rationality by researchers to apply the Naïve Bayes 
method to wayang climen research. 

2. Method 
There are several methods in research on sentiment analysis of wayang climen using the Naïve Bayes 

algorithm. The following is the method that the author used. 

2.1. Dataset Collection 
The dataset used in this research is public comments on the YouTube channels of Dalang Seno and 

Ki Seno Nugroho for three months (July 2020 to September 2020). From public comments on Dalang 
Seno’s YouTube channel, 2126 lines of data were obtained. Meanwhile, on Ki Seno Nugroho’s YouTube 
channel, 794 lines of data were obtained. Comments from the two YouTube channels were not combined 
into one dataset for the reason that a classification scenario was carried out related to the amount of data 
train and data test. 

2.2. Labeling 
Researchers carried out data labeling manually, which the language expert later validated, Prof. Dr. 

Suyono, M.Pd, from the Department of Indonesian Literature, Universitas Negeri Malang. In the 
labeling process, researchers grouped the data into three sentiment classes: positive, negative, and 
neutral. Validation by an expert needs to be done to increase the accuracy of the labeling process since 
an expert has more knowledge and understanding of any text written in the data [9]. Furthermore, it 
groups sentiments based on adjectives and verbs in comment sentences. If an adjective or verb with a 
good meaning has the highest percentage of occurrences, it means positive.  

Meanwhile, if an adjective or verb means bad, it has the highest percentage of occurrences, which 
means negative. Further, if an adjective with a good meaning has the same percentage of occurrence as 
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the percentage of occurrence of a word with a bad meaning, it means neutral. Interrogative sentences 
and sentences that do not contain adjectives or verbs are also included in the neutral sentiment category. 
An example of the data labeling process can be seen in Table 1. 

Table 1.  Labeling Processing 

No Comment Adjective and Verb Sentiment 
Positive Negative Neutral 

1 mbelisa cantik sekali 
suarane bagus 

cantik, bagus  
(pretty, good) - - positive 

2 
terlambat, gak masalah 
nggih ki seno... tetap 

terhibur... 

terhibur 
(entertained) 

terlambat 
(late) 

tetap 
(still) 

neutral 

3 
mas soundnya pecah mas, 

ground pecah - 
pecah 

(broken) - negative 

4 latamahusadi itu artinya apa 
ya lur? - - - neutral 

 

From the data labeling process, a data distribution graph is obtained containing positive, negative 
and neutral sentiment classes. The data distribution in the Dalang Seno and Ki Seno Nugroho datasets 
can be seen in Fig. 1. 

 
Fig. 1. Data Distribution Graphic 

2.3. Text Translation 
The translation process is carried out to align the language objectives applied to the program, 

considering that the comment data obtained contains more than one language. Translation is done 
automatically using the library of Python google_translate_new. The translation process is shown in the 
pseudocode in Fig. 2. In this research, 5 translation scenarios were carried out, namely Javanese to 
Indonesian, Javanese to English, Indonesian to English, Javanese to Indonesian to English, and 
Indonesian to Javanese to English. 

 
Fig. 2. Pseudocode Process of Translation 
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2.4. Pre-processing Data 

The input data is in the form of text containing sentences, words, language, and various symbols. To 
prepare the data to be ready for processing, the input data needs to be pre-processed first. Pre-processing 
is a crucial step because it removes irrelevant data and/or transforms data into a format that the system 
can understand [11]. The pre-processing data step is displayed on Fig. 3. 

 
Fig. 3. Step of Pre-processing Data 

Case Folding is a process of pre-processing data that is used to change the capital letters to the small 
ones [12]. It needs to avoid data redundancy; the “A” capital letter has a different meaning from the “a” 
small letter. The pseudocode of the case folding process is shown in Fig. 4. 

 
Fig. 4. Pseudocode of the Case Folding Process 

The next step is Remove Punctuation. It is a data pre-processing process where punctuation marks 
and symbols in the text are removed [13]. The pseudocode of the Remove Punctuation process can be 
seen in Fig. 5. 

 
Fig. 5. Pseudocode of the Remove Punctuation Process 

The third step in data pre-processing is Tokenizing. It is the process of breaking up sentences into 
single words quoted with single quotation marks [14]. The pseudocode of the Tokenizing process is 
shown in Fig. 6. 

 
Fig. 6. Pseudocode of the Tokenizing Process 
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After the tokenizing process, the data is then subjected to a stopword removal process. Stopword 
removal is the process of removing words that contain stopwords [15]. Stopwords contain a collection 
of words that do not affect sentiment, such as connecting words, auxiliary words, and others. To simplify 
the tagging process, a stopword removal process is implemented. The pseudocode of the stopword 
removal process is shown in Fig. 7. 

 
Fig. 7. Pseudocode of the Stopword Removal Process 

The fifth step in the data pre-processing stage is Post-tagging. It is the process of labeling types of 
words [16]. The Pseudocode of the Post-tagging process is given in Fig. 8. 

 
Fig. 8. Pseudocode of the Post-Tagging Process 

The final step is Resampling. It is the process of balancing the uneven distribution of classes, which 
consists of 2 methods, namely undersampling and oversampling [17]. The distribution of data in the 
wayang climen dataset can be said to be unbalanced because the value ranges for the three classes are 
quite far. Based on the spread graph, the neutral and positive sentiment classes have a very high level of 
spread, in contrast to the negative sentiment class, which is very low. To overcome this problem, a 
resampling process was carried out to balance the data distribution.  

The resampling process was done by using SMOTE. Systemic Minority Oversampling Technique 
(SMOTE) is one of the oversampling techniques to balance a data class by producing a new synthesis 
from the oversampling method. The new synthesis is generated from the distance between the minority 
sample and the nearest neighbor of the minority sample [18]. Table 2 illustrates the variation in the 
percentage of data distribution before and after the resampling procedure. 

Table 2.  Percentage Table Before and After the Oversampling Process 

Dataset Class Before Oversampling After Oversampling 
Total Percentage (%) Amount Total Percentage (%) Amount 

Dalang 
Seno 

Positive 925 43.50 
2126 

1073 33.33 
3219 Negative 128 6.02 1073 33.33 

Neutral 1073 50.47 1073 33.33 

Ki Seno 
Nugroho 

Positive 352 44.33 
794 

391 33.33 
1173 Negative 51 6.42 391 33.33 

Neutral 391 49.24 391 33.33 
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2.5. Data Classification 

This research uses the Naïve Bayes algorithm at the classification stage. Naïve Bayes is a supervised 
learning algorithm that requires training data for the classification process to form a model [19]. The 
principle of Naïve Bayes is that attributes in a data set do not influence each other. This principle is 
usually called class conditional confidence. The Naïve Bayes algorithm classification process analyzes 
document samples and determines category values [20]. The advantages of this algorithm include that 
it can handle discrete and continuous data, it is easy to implement and is able to provide good results 
from various types of cases, it can carry out document classification automatically effectively [21], and 
the implementation is quite simple as well as short in the processing time [9]. As for the weaknesses, it 
cannot model the relationship between variables because Naïve Bayes has the principle that the variables 
in the data do not affect each other [21] and requires many records to produce good accuracy values 
[22]. Bayes’ theorem is a theory based on conditional probability. In general, Bayes theory can be seen 
in equation 1 [11]. 

𝑃 (𝐴 |𝐵) =  
𝑃 (𝐴|𝐵)𝑃(𝐴)

𝑃(𝐵)
   () 

Where A is a label of data and B is a feature used in it. At the data classification stage, it was designed 
by applying ten combinations of scenarios to see the accuracy and performance of the classification 
algorithm for each scenario. This combination can be seen in Table 3. 

Table 3.  Combination of Scenario Classification Tabel 

No Scenario 
1 Train = Dataset Dalang Seno 

Test = Dataset Ki Seno Nugroho 
Javanese to English 

 Train = Dataset Dalang Seno 
Test = Dataset Ki Seno Nugroho 

Indonesian to English 

3 Train = Dataset Dalang Seno 
Test = Dataset Ki Seno Nugroho 

Javanese to Indonesian 

4 Train = Dataset Dalang Seno 
Test = Dataset Ki Seno Nugroho 

Javanese to Indonesian to English 

5 Train = Dataset Dalang Seno 
Test = Dataset Ki Seno Nugroho 

Indonesian to Javanese to English 

6 Train = Dataset Ki Seno Nugroho 
Test = Dataset Dalang Seno 

Javanese to English  

7 Train = Dataset Dalang Seno 
Test = Dataset Ki Seno Nugroho 

Indonesian to English 

8 Train = Dataset Dalang Seno 
Test = Dataset Ki Seno Nugroho 

Javanese to Indonesian 

9 Train = Dataset Dalang Seno 
Test = Dataset Ki Seno Nugroho 

Javanese to Indonesian to English 

10 Train = Dataset Dalang Seno 
Test = Dataset Ki Seno Nugroho 

Indonesian to Javanese to English 

 

In Table 2, scenarios 1 to 5 use Dalang Seno’s data train with five kinds of translation processes, 
while scenarios 6 to 10 use Ki Seno Nugroho’s data train with the same five kinds of translation scenarios. 
From the same translation scenarios, the average value is taken to be evaluated to find the best translation 
scenario and the best data train application scenario. 
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2.6. Evaluation of Classification Results 
The final stage that is carried out after obtaining the classification results is evaluating the 

performance results of the algorithm provided for each scenario. In this research, evaluation was carried 
out using the confusion matrix method, and then the recall, precision, accuracy, and f-measure values 
were obtained. Recall is the percentage of true cases that are identified as true [23]. Precision is a 
comparison of true cases identified as true with all predicted positive results [23]. Accuracy is the 
proportion of correct prediction [24]. F-measure is a combination value of precision and recall that 
becomes the overall algorithm performance value [25]. The shape of the confusion matrix table can be 
seen in Table 4. 

Table 4.  Confusion Matrix Table 

 
Prediction 

Positive Negative Neutral 

Actual 
Positive True Positive (A) False Positive (B) False Positive (C) 
Negative False Negative (D) True Negative (E) False Negative (F) 
Neutral False Neutral (G) False Neutral (H) True Netral (I) 

 

From Table 4, the accuracy, precision, recall, and f-measure values can be found as follows : 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
A+E+I

A+B+C+D+E+F+G+H+I
 𝑥 100   () 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑅𝑒𝑐𝑎𝑙𝑙 =
A

A+B+C
 𝑥 100%   () 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑅𝑒𝑐𝑎𝑙𝑙 =
E

D+E+F
 𝑥 100%   () 

𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝑅𝑒𝑐𝑎𝑙𝑙 =
I

G+H+I
 𝑥 100%   () 

𝑅𝑒𝑐𝑎𝑙𝑙 =
Positive Recall +Negative Recall +Neutral Recall 

3
   () 

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
A

A+D+G
 𝑥 100%   () 

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
E

B+E+H
 𝑥 100%   () 

𝑁𝑒𝑢𝑡𝑟𝑎𝑙 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
I

C+F+I
 𝑥 100%   () 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
Positive Precision +Negative Precision +Neutral Precision 

3
   () 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 x 
Precision x Recall

Precision+Recall
 𝑥 100%   () 

3. Results and Discussion 
A confusion matrix table is created during the classification process using a variety of scenarios, and 

this table is used to assess the algorithm’s performance. Recall, precision, accuracy, and f-measure values 
have been derived using the confusion matrix table. Table 5 displays the scenario results with Dalang 
Seno train data, and Table 6 displays the scenario results utilizing Ki Seno Nugroho train data. 
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Table 5.  Scenario Results Using Dalang Seno Train Data and Ki Seno Nugroho Test Data 

Translation Process Precision Recall F-measure Accuracy 
Javanese to English 53,93% 57,15% 53,97% 63,73% 

Javanese to Indonesian 52,12% 50,39% 50,84% 63,22% 
Indonesian to English 55,81% 59,39% 56,41% 65,99% 

Javanese to Indonesian to 
English 52,21% 53,83% 52,35% 63,10% 

Indonesian to Javanese to 
English 52,48% 55,01% 52,02% 61,71% 

Average 53,31% 55,15% 53,12% 63,5% 

Table 6.  Scenario Results Using Ki Seno Nugroho Train Data and Dalang Seno Test Data 

Translation Process Precision Recall F-measure Accuracy 
Proses Translate Presisi Recall F-measure Akurasi 

Javanese to English 49,52% 50,22% 48,35% 59,69% 
Javanese to Indonesian 47,70% 47,58% 47,37% 59,64% 
Indonesian to English 51,29% 51,45% 50,24% 62,70% 

Javanese to Indonesian to 
English 49,16% 49,80% 48,47% 60,21% 

Indonesian to Javanese to 
English 49,04% 48,89% 47,87% 60,40% 

Average 49,34% 49,59% 48,46% 60,53% 
 

From Table 5 and Table 6, it can be seen that the highest confusion matrix value is in the Dalang 
Seno train data with a precision value of 53.31%, a recall value of 55.15%, an accuracy value of 63.5%, 
and an f-measure value of 53 .12%. Meanwhile, the Ki Seno Nugroho train data produces a precision 
value of 49.34%, a recall value of 49.59%, an accuracy value of 60.53%, and an f-measure value of 
48.46%. 

Apart from comparing the confusion matrix results of Dalang Seno and Ki Seno Nugroho train data, 
a comparison of the confusion matrix results of the translated scenario was also carried out in Table 7. 

Table 7.  Average Score of Translation Scenario 

Translation Process Precision Recall F-measure Accuracy 
Javanese to English 51,59% 54,14% 49,68% 57,87% 

Javanese to Indonesian 49,78% 48,79% 48,94% 61,17% 
Indonesian to English 53,62% 55,48% 53,61% 64,77% 

Javanese to Indonesian to English 50,88% 52,43% 50,65% 61,20% 
Indonesian to Javanese to English 49,94% 51,30% 49,49% 60,54% 

 

Table 7 shows that the translation scenario that produces the highest confusion matrix value is 
Indonesian to English, with a recall value of 55.48%, precision value of 53.62%, accuracy value of 
64.77%, and f-value measure of 53.61%. The confusion matrix results of the translated scenarios are 
related to the feature results produced by each scenario at the Post-tagging stage, shown in Fig. 9. 
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Fig. 9. Translation Scenario Feature Results 

Fig. 9 illustrates that the scenario involving the translation from Indonesian to English yields the 
greatest number of features (1292). The scenarios involving the translation from Javanese to English 
follow with 1261 features, the translation from Indonesian to Javanese to English with 1120 features, 
the translation from Javanese to Indonesian to English with 1114 features, and the final scenario 
involving the translation from Javanese to Indonesian with 300 features. The number of adjectives that 
are successfully identified at the post-tagging step is known as features. 

4. Conclusion 
Based on the research results, it can be concluded that the Naïve Bayes algorithm is able to carry out 

a sentiment analysis on data from wayang climen performances. The research results show that the 
Dalang Seno train data scenario produces the best confusion matrix values compared to the scenario 
with Ki Seno Nugroho train data. The scenario with Dalang Seno train data produces an average 
precision value of 53.31%, recall value of 55.15%, accuracy value of 63.5%, and f-measure value of 
53.12%. 

In addition, in the comparison of the results of the confusion matrix of translation scenarios, the best 
scenario is the Indonesian to English translation scenario with a recall value of 55.48%, a precision value 
of 53.62%, an accuracy value of 64.77%, and an f-measure value of 53.61%. The confusion matrix’s 
findings are connected to the features produced during the post-tagging phase, where the translation 
scenario from Indonesian to English yields the greatest amount of items—1292 features. 
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