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1. Introduction  

A facial recognition system is a computer program to automatically identify or authenticate a 

person from a digital photo or video from video sources. One of the ways to do this is to compare the 

features selected from the face image with the existing database. This method is commonly used in 

security systems and can be combined with other known biometrics such as fingerprint or iris. Humans 

usually use faces to identify people. Advances in computing power over the past decades have made 

it possible to perform face recognition automatically. Early facial recognition algorithms used 

geometric models, but today's recognition processes use complex mathematical models for feature 

extraction [1]. Major advances in the last ten to fifteen years have led to the advancement of facial 

recognition technology. Face recognition algorithms can be used to confirm or identify faces [2]. 
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 Face recognition methods are computational algorithms that follow aim to 

identify a person's image according to the bank of images they have of 

different people. So far, various methods have been proposed for face 

recognition, which can generally be divided into two categories based on 

face structure and based on facial features. Based on this, many algorithms 

have been introduced and used for face recognition. Genetic algorithm has 

been one of the successful algorithms for face recognition. In this article, we 

first briefly explained the genetic algorithm and then used the combination 

of neural network and genetic algorithm to select and classify facial features 
The presented method has been evaluated using individual features and 

combined features of the face region. Composite features perform better 

than face region features in experimental tests. Also, a comprehensive 

comparison with other facial recognition techniques available in the FERET 

database is included in this paper. The proposed method has produced a 

classification accuracy of 94%, which is a significant improvement and the 

best classification accuracy among the results established in other studies. 

 

Keywords 

Face recognition; 

Genetic algorithm; 

Neural network 

This is an open-access article under the CC–BY-SA license. 

 

http://pubs2.ascee.org/index.php/ijrcs
https://doi.org/10.31763/ijrcs.v3i1.849
mailto:ijrcs@ascee.org
mailto:haitham.m@uokerbala.edu.iq
mailto:mojarrad@umich.edu
mailto:fa_beheshti@yahoo.com
mailto:Ehsansalajegheh@modares.ac.ir
http://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-sa/4.0/


ISSN 2775-2658 
International Journal of Robotics and Control Systems 

51 
Vol. 3, No. 1, 2023, pp. 50-58 

  

 

Taraneh Kamyab (Combination of Genetic Algorithm and Neural Network to Select Facial Features in Face 

Recognition Technique) 

 

Many algorithms have been proposed for face recognition, including: Gabor algorithm, PCA, BFO-

GA, boosting algorithm, SVM algorithm, firefly algorithms and etc. [3][4]. 

One of the most successful techniques used in face recognition is principal component analysis 

(PCA). Among the advantages of this method is the simplicity of its application and use, the acceptable 

level of efficiency and its positive effect on large databases. Therefore, many researchers have focused 

on improving this method. Among the advantages of this method is its simplicity of application and 

use, acceptable performance level and its positive effect on large databases. Therefore, many 

researchers have focused on improving this method. Some studies have also addressed the problem of 

choosing the best eigenvectors, which increase and improve the efficiency of PCA by removing noise 

eigenvectors and reducing time by using image compression. By reviewing the training data using the 

PCA method, it is possible to obtain different directions for the eigenvectors. Then, from these 

different special vectors, the vectors that have optimal virtual space can be selected for identification. 

As a result, the facial recognition system can be improved by excluding some images from the existing 

training data  [5]. 

In the last decade, face recognition has become one of the most active areas of cognitive pattern 

research. The most common matching method of face recognition methods can be easily classified 

into three matching categories based on comprehensive features, based on local features and multiple 

matching methods [6]. In the comprehensive feature-based matching method, the entire face region is 

used as the raw input to the detection system, such as the principal component analysis (PCA) method. 

In the matching method based on local features, first local features such as eyes, nose and mouth are 

extracted and then their location and spatial statistics (geometrically or appearance wise) are entered 

into the structural classifier. Geometric shape method and Elastic Bunch Graph Matching method 

belong to this category [7]. A hybrid scheme of facial recognition features by merging global and local 

features was first proposed in 2002 [8]. Genetic algorithm can be used to select a set of desirable 

features for pattern classification problems [9]. 

In this article, the genetic algorithm is first explained in the Section 2, and then we explained the 

features and mechanisms of the genetic algorithm. Then, in Section 2.2, an overview of researchers 

using the genetic algorithm and its combination with other algorithms is given. In Section 3 and its 

subsets, which is the most important part of our work, we first presented the proposed method and 

then extracted the main features of the face with the PCA algorithm. Section 4 describes the 

combination of genetic algorithm and neural network. In Section 5, a small set of FERET database 

was used to implement the genetic algorithm and combine it with the neural network and compare it 

with other facial recognition methods. In Section 6 the results of simulation have shown that the 

accuracy and precision of classification is evident in our proposed method.  

2. Genetic Algorithm 

Genetic algorithm is a search technique in computer science for finding approximate solutions to 

optimization and search problems.  Genetic algorithm is a special type of evolutionary algorithm that 

uses biological techniques such as inheritance and mutation. Genetic algorithm is a learning method 

based on biological evolution. This method is also called Evolutionary Algorithms. It is an 

optimization method inspired by living nature, which can be classified as a numerical method, direct 

and random search. This algorithm is an algorithm based on repetition and its basic principles are 

adapted from the science of genetics [10]. This algorithm is used in various problems such as 

optimization, system identification and control, image processing and combination problems, 

topology determination and artificial neural network training and decision-based systems [11].  

2.1. Features and Mechanism in GA Algorithm 

Genetic algorithm can be used in problems that have a large search space. Also, GA can be used 

for searching in problems with a complex hypothesis space where the effect of its components on the 

general hypothesis is unknown. It is also widely used for discrete optimization. Genetic algorithms 

can be easily executed in parallel; therefore, cheaper computers can be used in parallel. Genetic 
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Algorithm, as an optimization computational algorithm, effectively searches different regions of the 

solution space by considering the sets of solution space points in each calculation iteration. In the 

search mechanism, although the value of the objective function of the entire answer space is not 

calculated, the calculated value of the objective function for each point is involved in the statistical 

averaging of the objective function in all the subspaces to which that point depends. And these 

subspaces are statistically averaged in parallel in terms of the objective function. This mechanism is 

called implicit parallelism.  

This method causes the search of the space to move to areas where the statistical average of the 

objective function is high and the possibility of the absolute optimal point is higher. Because in this 

method, unlike single-path methods, the solution space is comprehensively searched, there will be less 

possibility to converge to a local optimal point. Another advantage of this algorithm is that it does not 

require any restrictions for the function to be optimized, such as derivability or continuity, and in its 

search process, it only needs to determine the value of the target function at different points and it 

does not use any other auxiliary information, such as the derivative of the function, so it can be used 

in different problems of linear, continuous or discrete [12].  

2.2. Literature Review 

With the aim of how to determine the dimensions of feature vectors in principal component 

analysis, Li et al.  proposed a new feature selection method based on the improved Chaos Genetic 

Algorithm (ICGA). First, they presented two types of Chaotic mapping in different phases of ICGA, 

which preserves population diversity and improves general search ability, then they used PCA to 

extract feature vectors of face images. Then, using ICGA, they selected the feature that finds the 

feature subspace for proper classification. The results showed that this method, in addition to reducing 

the dimensions of the feature space, also achieved a higher detection rate [13].   

Nazari and Shouraki used genetic algorithm along with LBP in face recognition. Their goal is to 

find the optimal priority through genetic algorithm. This paper proposes a modified method for 

correcting defective chromosomes. The results show that the proposed method has a higher detection 

rate on LBP  [14]. Mahmud et al. presented an approach for face recognition using principal component 

analysis based on genetic algorithm. PCA is used to extract features from images. Genetic Algorithm 

is an optimization method that obtains optimal paths from the generated large search space [15]. 

Subban et al. presented a face recognition method based on genetic algorithm. This method consists 

of three main phases of face representation, face recognition and face reacquainting. The proposed 

method has achieved better results than PCA and LDA in one sample for each person [16]. Sukhija et 

al. proposed a genetic algorithm-based approach for face recognition. The proposed method identifies 

an unknown image by comparing it with known training images stored in the database. This proposed 

algorithm has been compared with other famous face recognition algorithms such as PCA and LDA 

and has achieved a higher recognition rate. Any face recognition system must handle high data volume 

and dimensions of image data [17]. To overcome this problem, Verma et al. presented a new model. 

This system uses radial basis function kernel to manage small training sets of high-dimensional images 

along with weighted optimization method based on genetic algorithm. This system is suitable for large 

databases. The genetic algorithm provides effective and fast training of RBF neural network, reducing 

the search efforts and significantly reducing the recognition time. This system also provides accurate 

and fast recognition in public places [18]. In the proposed technique, genetic algorithm (GA) is used 

for feature selection and ANN artificial neural network is used for classification. The presented 

technique has been tested in a separate feature set from each face area and its comparison with the 

combined feature set. A large set of data sets from the FERET benchmark database was used for the 

test. 

3. Method 

This section describes the proposed feature selection and fusion technique for face recognition. 

An overview of the method is provided in Section 3.1. Section 3.2 introduces the threshold distance 
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method used to find face regions. The average value of the gray level of the features is discussed in 

Section 3.3. Section 3.4 describes the features of PCA. The details of the combination of genetic 

algorithm and neural networks for feature selection and classification are discussed in Section 4. 

3.1.  Overview 

The purpose of the proposed technique is to select the most impressive facial features and find the 

best combination of these features for classification. This proposed technique targets the most 

important areas of the face from which the remarkable features have been extracted. Face area refers 

to any area of the face that includes a local organ, such as the left eye area, the right eye area, the nose 

area, and the mouth area. These areas of the face have the most distinctive features in the human face. 

Face regions are the basis of local feature based feature extraction technique. Even among the distinct 

regions of the face, some internal regions may be more important than others in face recognition. To 

identify the most important areas of the face, the proposed method actually removes the noise 

information created by the non-important areas. It may also remove some of the various information 

caused by changes in facial expression, head rotation, and lighting changes. Focusing on these 

important areas allows us to extract the most important facial features to show human faces. These 

features may improve the classification of facial recognition systems. The first step in the proposed 

technique is to identify facial regions in face images. The facial feature extraction technique has been 

performed on these facial areas. After feature extraction, the selected features were integrated and 

classified. By selecting, the important areas are identified and by classifying, the input face image is 

identified and confirmed. The experiment using separate and combined features is shown in the 

FERET benchmark data set. More details are described Section 3.2. 

3.2.  Identification of Facial Areas 

We first identify the face regions on each face image and then extract the features. Then the 

experimental face images are extracted from the FERET database. Coordinate center information is 

provided for each face region, including eye coordinate center, nose tip coordinate center, and mouth 

coordinate center, and the threshold distance method was used to identify facial regions. The threshold 

distance method defines the threshold distance in horizontal and vertical directions for the local face 

area. These thresholds decide the size of the face area. Using the information of the coordination 

center, it becomes easy to identify the areas of the face. Based on the images in the experimental 

database, the distance threshold is determined as follows. For the eyes and nose areas, the vertical 

threshold distance is set to 16 and the horizontal threshold distance is set to 30. For the mouth, these 

distances are set to 11 and 63 separately. 

3.3.  The Average Gray Level Value of the Feature 

After determining the location of the face regions, each face region is divided into small 

rectangular regions with the same size, and the average value of the feature gray level is extracted 

from these small rectangular regions. The average value of the feature gray level is expressed as 

follows: 

 𝑔𝑖 =   
∑ 𝑝(𝑥, 𝑦)  

𝑤 × ℎ × 𝑣
 (1) 

where 𝑔𝑖 is the average feature gray level value for the small rectangular area 𝑖, 𝑝 (𝑥, 𝑦) is the gray 

level value of the pixel 𝑝 inside the rectangular area 𝑖, 𝑤 is the width of the small rectangular area, 

and ℎ is its height. 𝑣 is the maximum value of the gray level of the image, which is 155 for our 

database. After dividing, the average feature gray level was extracted from these small rectangular 

areas from left to right and top to bottom. In this experiment, the size of the small rectangular area 

was chosen to be 64 (ℎ = 4, 𝑤 = 6). Then, for the left eye region, the same as the right eye region 

and the nose region, the size of the extracted feature set was 20. For the mouth region, the size of the 

extracted feature set was increased to 30 due to the larger size of the mouth.     
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3.4.  PCA Feature 

  The PCA projection method for face recognition, which is also called the Eigen face method, is 

a classic method for face recognition. The simple idea in this method is to get the biggest variance 

from the set of face images and then use this information to code and compare the face images. 

Suppose the set {𝑋1, 𝑋2, 𝑋𝑁} is a set of 𝑁 sample images that takes the values of the next 𝑛 image 

space and each image belongs to one of the classes C {𝑋1, 𝑋2, 𝑋𝐶}. For linear transformation on the 

map, the original 𝑛-dimensional image must be transferred to the m-dimensional feature image, so 

that m is smaller than 𝑛. The new feature vector 𝑦𝑘 is defined by (2). 

 𝑦𝑘 = 𝑊𝑇𝑋𝐾 , 𝐾 =  1,2, … , 𝑁 (2) 

where 𝑊 is a matrix with orthonormal columns and 𝑊 is chosen to maximize the total dispersion of 

the matrix 𝑆 of the design samples. 

 S = ∑(𝑋𝐾 − 𝜇)(𝑋𝐾 − 𝜇)𝑇

𝑁

𝐾=1

 (3) 

 𝑊opt = arg max𝑤 |𝑊𝑇𝑆𝑊 | = (𝑊1, 𝑊2, … , 𝑊𝑚)  (4) 

Where 𝑁 is the number of sample images and µ is the average image of all samples. 
{𝑊𝑖|𝑖 = 1. 2. … . 𝑚} is the set of 𝑛-dimensional eigenvectors of 𝑠, which corresponds to the largest 

eigenvalues of 𝑚. To extract the features in this experiment, the PCA method was used to identify the 

face regions instead of the whole face image. 

4. GA-ANN Technique 

The method based on Artificial Neural Network (ANN) and Genetic Algorithm (GA) was used to 

identify the important areas in each face area and merge and select features for face recognition. In 

this paper, genetic algorithm was used to find potential important features that would generate more 

recognition. Areas that contain these important features were considered as important areas. 

Chromosomes represent important selectable traits. Binary coding was used for chromosomes, where 

1 indicates that the feature is selected and 0 indicates that the feature is not selected. In one 

generation, each chromosome is multiplied along with the input feature set and the input feature 

vector is generated to the artificial neural network. The input feature vector 𝐹 can be displayed as 

follows:  

 F = CP (5) 

 𝐶 = (𝐶1, 𝐶2, … , 𝐶𝑖, 𝐶𝑖 ∈ {𝑜. 1} (6) 

 𝑃 = 𝐿 + 𝑅 + 𝑁 + 𝑀 (7) 

where 𝐶 is a single chromosome and 𝐶𝑖 is a gene in the chromosome. 𝐿 is the length of the 

chromosome, which is the same as the input set 𝑃. Testing time on separate feature sets from each 

face region 𝑃 represents a set of separate features. As mentioned in the previous section, the size of 

the left eye feature set is 20 L, the right eye feature set is 20 R, the nose feature set is 20 N, and the 

mouth feature set is 30 M. After combining this set of features, the size of the set of features becomes 

90 P, which is the equation of the set of features 𝑃 mentioned above. The input feature vector 𝐹 was 

transferred to ANN for classification. ANN with only one hidden layer was used in this technique. 

The classification error of the test was used to calculate the suitability of the relevant individual in the 

genetic algorithm. In copying, the most suitable person who has achieved the best level of test 

classification is reproduced. The chromosomes of each generation of the genetic algorithm that 

achieved the best classification rate are recorded. These chromosomes indicate which traits are 

selected and which are not. After all generations, the total number of times each feature has been 

selected. The areas that have a feature with rank 𝑛 are the important areas. In this experiment, 𝑛 is 

defined as 3. 
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5. Database 

In the implementation of this method, the FERET database has been used, and we have used a 

small set of this database for preliminary tests. This subset of 200 includes 50 classes (50 distinct 

people) and there are 4 faces in each class. In each of the classes, there are pictures with different 

poses of a person to measure the flexibility of the algorithm with respect to the disturbances. Fig. 1 

shows an example of the images of this database. 

 

Fig. 1. Data base FERET 

6. Simulation Result 

Our main experiment is based on the combination of PCA with genetics and the database contains 

50 classes, each class represents a distinct person. In this database, there are 4 face images in each 

class. Three of them were randomly selected for training and one for testing. Experiments on the 

location of significant spaces using GA_ANN have been done on each relevant area separately. The 

features of the gray level value of each corresponding area form the input feature vector for that area. 
The size of the extracted feature set L from the left eye area is 20, the same size is set for the extracted 

feature set R from the right eye area and the extracted feature set N from the nose area. The feature 

sets extracted from the facial parts including eyes, nose, and mouth go to GA_ANN separately for 

selection and classification. The purpose of the experiment is to check the proposed method and 

compare it with other existing methods. All test data were selected from the comprehensive FERET 

dataset. The comparison of the classification rate of training and test data for the category of specific 

facial features can be seen in Fig. 2. diagram 1 for the left eye, diagram 2 for the right eye, diagram 3 

for the nose, diagram 4 for the mouth, and diagram 5 shows their combination. The gray column is 

the classification rate of the training data and the blue column is the test data. As can be seen in the 

diagram combination of features leads to better classification. Fig. 3 shows the comparison of the 

classification performance in our face recognition method with other methods for 4 images per class, 

respectively, which shows that the accuracy and precision of the classification in our proposed method 

is 94%. This number is high compared to other methods.  
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Fig. 2. Comparison of classification rates between feature categories 

 

Fig. 3. Performance comparison with other methods 

7. Conclusion 

In this article, a new feature selection and integration technique for face recognition was 

presented. In the proposed technique of the algorithm Genetics was used for feature selection and 

artificial neural network was used for classification. Technique presented in a collection Separate 

features from each face region were tested and compared to the combined feature set. A subset of 220 

of FERET database images were used for the test. In this research, the genetic algorithm was used to 

find potential important features that would create more recognition. Areas that contain these 

important features were considered as important areas. Chromosomes represent important selectable 

traits. The results showed that the selection of face features and the combined method improve the 

classification accuracy of face recognition systems using genetic algorithm. 
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