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1. Introduction 

More than 3.5 billion people eat rice as part of a staple diet and as a primary source of energy 

[1]. In the Philippines, rice is not just a dietary staple; it has been part of our country's rich culture, 

as showcased by our majestic Banaue Rice Terraces. Despite that, rice has gained relevance in the 

country's history and harsh economy, from being one of the top exporters in the early 1970’s, to 

being the top importer in 2023. Albeit, with approximately 2.5 million hectares of rice fields, 2.4 

million Filipino farmers are making a living in the biggest agricultural sector of our country [2]. Be 
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 Rice is a staple food for over half of the global population, especially in the 

Philippines. However, traditional rice lacks essential micronutrients like 

vitamin A, contributing to widespread Vitamin A Deficiency (VAD). 

Golden Rice was developed to combat VAD, and this is biofortified with 

beta-carotene, a precursor of Vitamin A. However, concerns about cross-

contamination, food safety, and ethics have emerged. Current GMO 

detection methods, such as PCR and ELISA, are not ideal for large-scale or 

on-site use since these are intended to be performed inside laboratory and 

requires technical expertise.  This study presents a novel machine learning 

(ML)-based approach for the detection of genetically modified Golden Rice 

using RGB image data and several classification models as an efficient, 

rapid, non-destructive method to detect GMO Golden Rice. Two datasets 

of rice images (340 samples of GMO Golden Rice and 340 samples of 

Traditional Rice) were processed and split for training and testing (80-20 

ratio). This study found that WEKA's Random Tree and MATLAB's 

Trilayered Neural Network achieved 100% accuracy in detecting GMO 

Golden Rice, with the fastest computational efficiency in their respective 

platforms. Additional metrics, such as Precision and Recall, further verified 

the robustness of these classifiers.  This research lays the foundation for 

developing portable, field-deployable detection tools to empower farmers 

and regulators while enhancing consumer trust in GMO labeling. 

Furthermore, the application of ML to GMO rice detection opens new 

possibilities for biofortified crop monitoring. Future work may explore 

integrating additional rice features and GMO varieties, validating the 

results, and expanding this methodology to other GMO rice variants and 

hybrid varieties to further enhance detection accuracy and scalability. 
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that as it may, traditional rice varieties do not satisfy nutritional needs as they usually lack essential 

micronutrients, particularly vitamins A, C, and iron. In the 2020 report of the World Health 

Organization (WHO), the deficiency in vitamin A became one of the public health concerns in the 

country; this primarily affected children and pregnant women [3]. Vitamin A Deficiency (VAD) is 

known to cause many health issues, such as blindness, weak immune systems, and an increased 

mortality rate. 2 million children and maternal deaths were recorded annually worldwide when VAD 

was first recognized in 1990’s, making VAD responsible for the 23-34% of all deaths among children 

worldwide [4]. In 2013, the mortality rate attributed to VAD reduced to 1.8% in the country [4].  It 

was estimated that there will be 5,886 VAD-related deaths in the Philippines by 2019 [5]. According 

to the 2018-2019 Expanded National Nutrition Survey (ENNS) of the Department of Science and 

Technology’s Food and Nutrition Research Institute (DOST-FNRI), 15.5% (roughly one out of six) 

of Filipino infants and children under 5 years old were reportedly affected by VAD; and across all 

age/physiologic groups, a VAD prevalence of 22.4% was noted in the poorest wealth quintile which 

is deemed severe [6]. Moreover, COVID-19 Pandemic hindered the initiatives and programs against 

VAD which induced mortality rate globally [7]. 

The development of golden rice was the response of the International Rice Research Institute 

(IRRI) to combat VAD. This kind of rice is biofortified with beta-carotene, a precursor to vitamin A, 

specially engineered to satisfy 30-50% of the estimated average requirement (EAR) for vitamin A in 

children [8], [9]. Since 2001, initiatives have been made locally to address VAD issue, particularly 

when Philippine Rice Research Institute has acquired license for the development of its own Golden 

Rice. However, it was only after twenty years when Philippines finally authorized the commercial 

planting of golden rice, specifically the GR2E variant, the first in the world—hailing the action as an 

essential milestone in the fight against malnutrition [10]. Anent to this, the "Malusog Rice" Program 

was initiated by the government to address micronutrient deficiencies while enhancing food security 

through local agriculture. “Malusog Rice”, also known as ‘Healthy Rice’ is a genetically modified 

golden rice additionally enriched with iron and zinc. In 2022, our country made its first large-scale 

harvest of golden rice, and by 2023, the growing interest in biofortified crops delighted 100,000 

farmers to cultivate golden rice [11].  

Despite the uplifting developments, the adoption and distribution of Golden Rice and other 

GMO’s have since ignited public skepticism and scrutiny. Environmental and public safety groups 

oppose Golden Rice initiatives simply because it is genetically modified, fearing cross-contamination 

[12]. Albeit, a report revealed that Golden Rice cannot just cross-contaminate other rice varieties, 

and the chance of ‘gene flow’ across rice variants is low because rice is itself self-pollinating [13]. 

Also, the safety for consumption of Golden Rice has been confirmed by the regulatory authorities 

across the world, not just in the Philippines [14].  Another issue that concerns the consumers is 

fraudulent practice of rice mixing in the market as these compromises not the biological aspect of 

the rice but rather the quality as crop and staple food [15]. With this, strict labeling regulations, 

careful monitoring measures and anti-fraudulent techniques [16] are implemented to secure 

genetically-modified crops, addressing food safety, authenticity, and ethical implications. It is 

paramount to establish methods for identifying and labeling GMO products to eliminate 

apprehension among consumers, is often attributed to a lack of accessibility to reliable information 

[11]. Equally important, rice mixing between GMO and non-GMO crops could negatively affect not 

only the environment but also the general market, particularly those that cater to non-GMO products 

[17]. These issues highlight the need to develop a reliable detection tool that can differentiate between 

GMO and non-GMO crops, ensuring regulatory compliance, environmental protection, and 

addressing consumer concerns while safeguarding market integrity. 

Polymerase chain reaction (PCR) and enzyme-linked immunosorbent assay (ELISA) are the 

standard identification methods for detecting genetically modified crops, and these are ordinarily 

performed inside laboratory premises along with specialized equipment and done by trained 

personnel [18]-[20]. These methods, which directly target the chemical properties of rice, are 

unsuitable for practical application, especially for large-scale and on-site use. Stressing the practical 

need for a more accessible, rapid, cost-effective, and non-destructive detection method that will not 
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require extensive expertise and laboratory procedures. Consequently, addressing this technological 

gap will not only simplify the process of regulatory compliance but also empower local farmers and 

consumers with information about the rice they are purchasing. Nowadays, machine learning 

methods have emerged as a promising and convenient approach for the classification of crops, such 

as rice. Taking advantage of its effectiveness, the detection between traditional rice and GMO Golden 

Rice is a safe bet, especially when equipped for analyzing its RGB histogram characteristics. Studies 

have demonstrated the reliability of machine learning models in classifying traditional rice varieties, 

such as Arborio, Basmati, Ipsala, Jasmine, and Karacadag [21]. Platforms such as MATLAB 

Classification Learner, WEKA, and Python-based libraries are commonly used in these types of 

projects and offer the best models for the intended detection applications. 

In this context, RGB histogram analysis paired with ML emerges as a promising, practical 

approach for GMO detection. Unlike traditional methods, RGB histogram analysis focuses on 

analyzing color distribution and intensity, which could reveal differences between biofortified and 

non-GMO rice. Machine learning models, already proven effective in rice classification through 

studies utilizing platforms such as MATLAB, WEKA, and Python-based libraries, offer an adaptable 

and efficient means to process these visual data, supporting large-scale, field-level detection of GMO 

rice. Thus, this study aims to explore the potential of RGB histogram analysis and machine learning 

techniques as a reliable, accessible alternative for GMO detection, providing a feasible solution for 

rural farmers and consumers in the Philippines. In response to this gap, the main goal of this research 

is to train and evaluate available machine learning models for identifying the most efficient classifier 

for the detection of GMO Golden Rice, focusing on overall accuracy and computational efficiency. 

Specifically, the objectives are as follows: (1) to train all available machine learning classifiers using 

RGB histogram data of GMO and non-GMO rice samples and assess their accuracy in classification 

task; (2) to identify the models with the highest accuracy for GMO Golden Rice detection, assessing 

their robustness and generalization; (3) to compare the training and testing efficiency of the 

implemented models, aiming to identify the fastest model suitable for practical application; and (4) 

to evaluate the performance of the models on both MATLAB and WEKA, analyzing differences in 

accuracy and training efficiency across platforms. 

This study demonstrates the potential of machine learning classifiers in the efficient detection 

of genetically modified Golden Rice, a breakthrough approach that could significantly enhance food 

security and address global nutritional deficiencies, particularly in rice-dependent regions like the 

Philippines. By leveraging advanced technology, the research explores how these classifiers can offer 

a reliable, scalable solution for monitoring the presence of genetically modified crops, ensuring 

compliance with regulatory standards, and fostering sustainable agricultural practices. 

2. Literature Review 

2.1. Machine Learning Approach 

Machine Learning (ML) has been a prominent approach for rice classification, due to its 

flexibility to assess diverse features particularly the color, morphology, texture, and spectral features. 

Feature Extraction Method is used by traditional ML to extract grain characteristics and become basis 

for training models. However, Feature Ranking Algorithms, such as ANOVA, MRMR, and ReliefF, 

are used complementarily to give priority to relevant features for better interpretability and 

optimization of the classifier. ANOVA-based ML model that effectively captured compositional 

differences in rice, reported 93% accuracy [23]. Similarly, an accuracy of 87% was achieved using 

ML algorithms that prioritized its shape and texture with the help of Python’s scikit-learn [20]. On 

an expanded focus, Multi-feature ML models trained also with Python’s scikit-learn, additionally 

utilized color on top of shape and texture, gained 91.5% accuracy [24]. With MATLAB, 

Backpropagation Neural Network earned 88% accuracy [25]; while using grain surface texture with 

MATLAB’s Vision Toolbox coincidentally gained 88% as well [26]. These studies collectively 

prove ML’s capability to recognize traits and markers especially beneficial for recognition of 
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biofortified crops. The classification of GMO Golden Rice is proven feasible when ML-based feature 

extraction methods combine with tools like MATLAB and WEKA. 

2.2. Deep Learning Approach 

When it comes to utilizing images with complex data, Deep Learning (DL) algorithms are 

adopted for rice classification due to their adept capability to detect fine visual distinctions. adaptive 

neuro-fuzzy inference system (ANFIS) yielded 82.95% accuracy as its best [27]. Convolutional 

Neural Networks (CNN), equipped with MATLAB, achieved 91% accuracy in identifying fine visual 

differences in rice grains [28]. RiceNet, a CNN-based model developed in TensorFlow, garnered 

94% accuracy when dealt with capturing morphological markers [29]. On a comparative study of DL 

methods for rice variety detection, that CNN models DenseNet21, ResNet50, NasNetLarge, and 

InceptionV3 recorded as high as 99.04%, 98.84%, 98.12%, 98.10% of accuracy respectively [30]. 

On a study that uses three-dimensional imaging to assess physical features of rice reached 95% 

accuracy [31]; while the use of hyperspectral imaging with 3D-2DCNN model in Keras gave 98.93% 

accuracy [32]. These findings show that DL, through CNN models, can perform effectively with 

complex images, and still provide an almost-perfect accuracy. 

2.3. Hyperspectral Imaging Approach 

Hyperspectral and Spectroscopic Imaging are also proven effective in analyzing optical and 

molecular level compositions of rice samples. Near Infrared Spectroscopy backed by SIMCA 

garnered 90.5% accuracy in MATLAB [33]. Hyperspectral imaging was also utilized with models 

combining ML and DL to achieve an accuracy of 94% in TensorFlow [34]. Moreover, FT-IR 

Spectroscopy achieved 90% accuracy when paired with sparse chemometric analysis [35]. However, 

hyperspectral imaging is implemented along with Self-Attention Mechanism within CNNs, it earned 

a significant accuracy of 97.5 [36]. These methods therefore reveal potential effectiveness in 

detection and analysis of genetically-modified crops. 

2.4. Geographic Detection 

In a field-level perspective of performing large-scale rice classification, Remote Sensing and 

Machine Vision Techniques have been explored and implemented. Sentinel-2 Multispectral Imagery 

assisted by QGIS earned 93% accuracy in classification of rice varieties [37]. In determination of the 

geographic origin of rice, apart from its compositional variations, Raman Spectroscopy achieved an 

amazing 65% accuracy [38]. Raman Spectroscopy could be implemented for GMO Golden Rice with 

its sensitivity to molecular composition, essential for quantization of beta-carotene levels. Machine 

vision methods can indeed detect visual traits of a subject at a reliable accuracy—stressing the 

potential of rice’s RGB histogram to differentiate GMO rice from traditional variants. 

3. Method 

3.1. Framework 

This IPO-based conceptual framework visually represents the step-by-step process of 

identifying the most efficient machine learning model for GMO Golden Rice detection. Fig. 1 begins 

with sample acquisition, where rice grains were collected and prepared for analysis. Next is image 

preprocessing, which includes segmentation and masking to isolate individual grains for RGB 

extraction. This preprocessing step is crucial as models would objectively rely on what they could 

extract from each sample image, and must be done before training of models in order to rightly obtain 

a reliable data.  The RGB extraction phase generates averaged RGB data based on the color intensity 

values it obtained from each sample, forming the dataset for ML model building. Afterwards, the 

dataset preparation stage ensures that data is appropriately formatted and split into training and 

testing sets. This data feeds into the machine learning classifiers, where models are trained and tested 

to objectively evaluate performance. Finally, the models undergo ranking and comparison, using 

criteria particularly the accuracy and computational efficiency to identify the most effective 

classifiers. This framework highlights the systematic integration of image processing and machine 
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learning, underscoring the importance of each step in achieving reliable classification results [39]. It 

also demonstrates the feasibility of using visual and computational tools to address a practical 

agricultural challenge and promote precision agriculture [40]. 

 

Fig. 1. The conceptual framework of the study 

3.2. Materials, Equipment, and Software Used 

3.2.1. Software 

The author utilized both MATLAB (R2024b trial version) and WEKA (version 3.8.6) for 

training and testing the models, with MATLAB being used more due to its broader capabilities. 

MATLAB (short for MATrix LABoratory) is a high-level programming language and interactive 

environment developed by MathWorks Inc., primarily aimed at engineers and scientists. It supports 

a wide range of tasks, including data analysis, algorithm development, and the creation of models 

and applications. The trial version of MATLAB was sufficient for using the Classification Learner 

App, performing basic image preprocessing, and writing code. In contrast, WEKA (abbreviated from 

Waikato Environment for Knowledge Analysis), developed by Waikato University, is a 

comprehensive collection of machine learning algorithms designed for solving data mining problems 

and building machine learning models. 

3.2.2. Hardware 

Acer Extensa 15 215-51 laptop equipped with a Core i5 10th Gen. Processor was the computer 

used by the author for the time being, the processor was enough to perform the key processes as well 

as the technical paper writing process. In obtaining samples, images were captured using an Infinix 

Zero 40 5G smartphone equipped with camera that has highly reliable resolution of 108 Megapixels. 

As for the samples, the GMO rice variant was specifically the golden rice variant of Penaranda Rice, 

PSBRc82 as the only accessible GMO variant the author could gather. Jasmine Rice was selected to 

represent Traditional Rice due to its morphological resemblance with Penaranda Rice, only differing 

in odor and taste; as well as its prevalence in the local market as one of the consumer-friendly and 

popular traditional rice names. 

3.3. Preprocessing, Data Acquisition, and Dataset Preparation 

340 samples, each from GMO rice and traditional rice, were placed on white sheets of paper, as 

shown in Fig. 2. The samples were preprocessed using MATLAB’s Image Segmenter, where each 

grain was masked for later analysis. The segmented images were then processed through a custom 

code that can identify and label each grain, extracting and averaging their RGB values. The code 

included a function to randomly select 80% of the processed data for the Training Dataset, while the 

remaining 20% was automatically apportioned to the Testing Dataset. This procedure ensured 

adherence to the conventional 80-20 distribution ratio. From the combined total of 680 rice samples, 

the preprocessed GMO and traditional rice grains were divided into separate training and testing 

datasets. Ultimately, 544 rice grain samples were used for training, while 136 samples were allocated 

for testing. Additionally, the code includes a function to save the datasets in both '.csv' (for 

MATLAB) and '.arff' (for WEKA) file formats. Note that in order to acquire. 

Fig. 2 displays the raw images of both rice types before preprocessing through segmentation. 

Segmentation ensures each grain is isolated and prepared for accurate RGB value extraction, which 
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minimizes errors caused by overlapping grains or background interference. By focusing on individual 

grains, the study ensures uniformity in data preparation, improving the reliability of machine learning 

training. This preprocessing step stresses the importance of isolating visual characteristics to capture 

unique color features, making it crucial for classification accuracy. 

  

Fig. 2. The traditional rice (left) and the gmo golden rice (right) 

Fig. 3 visually contrasts Jasmine rice, characterized by its lighter, almost white appearance, with 

GMO Golden Rice, which has a yellowish hue as manifested by its high carotenoid content [22], [8]. 

This difference in coloration stems from the genetic modification in Golden Rice to combat Vitamin 

A deficiency. The yellow-golden color is a unique identifier, which the study leverages through RGB 

histogram analysis. This visual disparity provides a foundational basis for differentiating between 

the two rice types, emphasizing the significance of visual data in automated GMO detection. 

  

Fig. 3. The jasmine rice (left) and the gmo golden rice (right) 

3.4. Model Training, Testing, and Evaluation 

To conduct a comprehensive comparison of the performance of all ML classifiers, only the 

available models in MATLAB and WEKA were used for training, testing, and thorough evaluation. 

5-fold cross-validation was also used across platforms to preserve consistency and fairness. The 

Cross-Validation method aims to protect data from overfitting by partitioning the training data 

through folds. For testing, 136 images from the test files of both Traditional Rice and GMO Golden 

Rice were used on both platforms. The models were then categorically evaluated and ranked 

according to the following essential criteria in sequence: 1.) Validation Accuracy, 2.) Testing 

Accuracy, and 3.) Training Speed. 

4. Results and Discussion 

4.1. RGB Histogram of Rice Samples 

The RGB histogram in Fig. 4 reveals a distinct pattern between GMO Golden Rice and 

traditional rice. The GMO rice exhibits prominent peaks in the red and green channels, with a 

noticeable intensity in the blue channel at lower levels, consistent with its golden coloration. 

Conversely, traditional rice shows a more balanced RGB distribution but significantly lower blue 

intensity, reflecting its lighter appearance. These differences underscore the feasibility of using RGB 
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histogram data as a feature for machine learning classifiers. The results demonstrate that color 

properties differentiate these rice types, objectively validating the study's approach. 

Table 1 provides the measured ranges of color characteristics from both rice types, with 

traditional rice having higher red channel values but lower blue channel values than GMO Golden 

Rice. This numerical representation provides evidence for the visual distinctions observed in the 

histogram. The broader intensity range in GMO Golden Rice suggests more significant variability in 

its coloration, certainly due to the genetic modifications. These quantitative findings support the 

study’s premise that RGB data can reliably distinguish GMO Golden Rice from traditional varieties, 

providing a robust feature set for machine learning models. 

 

Fig. 4. RGB histogram data 

Table 1.  RGB histogram ranges 

Channel GMO Golden Rice Traditional Rice 
Red 175-205 183-223 

Green 164-200 156-207 

Blue 153-204 83-169 

4.2. Comparison of the Accuracies of MATLAB CLA’s Classifiers 

Fig. 5 illustrates that nearly all classifiers in MATLAB’s Classification Learner App achieve 

high validation accuracy, with several models reaching 100%. This consistency demonstrates 

MATLAB’s robustness for the classification task and its ability to generalize well during training. 

The results indicate that the RGB histogram features are highly informative, allowing even basic 

classifiers to perform effectively. The result reinforces that MATLAB provides an efficient platform 

for training machine learning models for visual-based GMO detection. 

Similar to the validation accuracy results, Fig. 6 shows that many classifiers achieve 100% 

accuracy during testing, confirming their ability to generalize well to unseen data. This highlights 

the reliability of the extracted RGB histogram features for differentiating between GMO Golden Rice 

and traditional rice. The ability to replicate high accuracy in both validation and testing phases 

ensures the practical applicability of these models, making them suitable for real-world deployment 

in GMO detection tasks. 

4.3. Comparison of the Training Speed of MATLAB CLA’s Classifiers 

Fig. 7 compares the prediction speed (measured in observations per second) of various machine 

learning classifiers in MATLAB's Classification Learner App (CLA). Each bar represents a 

classifier, with higher bars indicating faster prediction speeds. Prediction speed is a critical metric 

for real-time applications, and this chart reveals significant variability among the classifiers. Certain 

models exhibit exceptionally high speeds, making them ideal for rapid field-level detection tasks. In 

this case, Quadratic SVM stood out for its ability to handle large datasets quickly, whereas others 

show moderate performance. This variation highlights the trade-offs between model complexity and 
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efficiency, emphasizing the importance of selecting models tailored to specific deployment 

scenarios. 

 

Fig. 5. Validation accuracy of MATLAB CLA’s machine learning classifiers 

 

Fig. 6. Test accuracy of MATLAB CLA’s machine learning classifiers 
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Fig. 8 shows the training time (in seconds) for each machine learning classifier using 

MATLAB's Classification Learner App. Each bar corresponds to a classifier, with taller bars 

representing longer training times. The training time provides insights into the computational demand 

of different classifiers. The chart shows that simpler models, such as Cosine KNN and Weighted 

KNN, require less time, while more complex models, such as the Subspace KNN, take significantly 

longer. For practical applications, particularly in resource-limited environments, models with shorter 

training times offer a significant advantage. However, for tasks where training occurs less frequently, 

the time requirement may be less critical if accuracy is prioritized. This balance between 

computational cost and performance should guide model selection. 

 

Fig. 7. Prediction speed of MATLAB CLA’s machine learning classifiers 

4.4. Ranking of Models/Classifiers 

Table 2 ranks MATLAB CLA classifiers based on their training and testing accuracy and 

training time. The Trilayered Neural Network stands out as the most efficient model, achieving 

perfect accuracy with the fastest training time of 1.03 seconds. Other models, such as Cubic SVM 

and Coarse KNN, also achieve 100% accuracy but require slightly longer training times. This ranking 

highlight MATLAB’s flexibility and computational efficiency, enabling users to choose models that 

best suit their needs. The Trilayered Neural Network’s performance demonstrates its suitability for 

both accuracy-critical and resource-constrained applications, particularly for GMO detection. 

Table 3 presents the top-performing classifiers in WEKA, with Random Tree achieving perfect 

accuracy in both training and testing while requiring no measurable training time. Other models, like 

SMO Function and AdaBoost M1, also perform exceptionally well but with relatively longer training 

times, although almost negligible. These findings highlight WEKA’s computational efficiency, 

making it an excellent choice for resource-limited environments. With its negligible training time 

and high accuracy, Random Tree is a practical and scalable solution for field-level GMO detection. 

4.5. Confusion Matrices of the Most Efficient ML Model of WEKA and MATLAB 

Fig. 9 (Top) showcases the confusion matrix for MATLAB’s Trilayered Neural Network and 

reveals its 100% classification accuracy, with no misclassifications observed. This demonstrates the 
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model’s being not vulnerable to false positives in identifying both the GMO Golden Rice and the 

traditional rice. Such performance is essential in applications where false positives or negatives could 

have serious consequences, such as in regulatory compliance or consumer transparency. The 

summary metrics validate the Trilayered Neural Network as a reliable tool for GMO detection. 

Additionally, Trilayered Neural Network is a type of feedforward neural network with high 

flexibility because of its three-layered size settings, however it comes with difficult interpretability 

due its nonlinear functionality. MATLAB uses the algorithm of ‘ficnet’ wherein the first layer 

connects to the input data (predictor data), and each subsequent layer is connected to the previous 

one. Each layer multiplies the input by a weight matrix, adds a bias vector, and then applies an 

activation function. As output, the predicted labels are obtained alongside their classification scores 

(posterior probabilities) [41]. When it comes to practical application, Trilayered Neural Network 

could robustly handle complexities in rice features through nonlinear approach and still produce 

accurate prediction in fastest possible time, although relatively slower compared to WEKA’s 

Random Tree. 

 

Fig. 8. Training time of MATLAB CLA’s machine learning classifiers 

Like in Fig. 9, WEKA’s Random Tree confusion matrix in Fig. 10 (Top) shows perfect 

classification with no errors. This result mirrors MATLAB’s best-performing model, suggesting that 

both platforms are equally capable of achieving high accuracy in this task. However, WEKA’s faster 

computational efficiency, as evidenced by its consistent minimal training time, making it more 

suitable for real-time and large-scale applications. The confusion matrix solidifies Random Tree’s 

role as a top contender for practical GMO rice detection. Additional metrics validated model 

robustness. Both the Trilayered Neural Network and Random Tree achieved Precision and Recall 

values of 1.0, confirming their ability to avoid false classifications. The F1-scores of all top models 

were similarly perfect, underscoring their suitability for sensitive applications like GMO detection. 

Furthermore, Random Tree, catered by WEKA and is under Abstract Classifiers, is a class that 

considers K randomly chosen attributes at each node [42]. It is characterized to have simpler 

interpretability. Random Tree can also effectively reduce risk of overfitting which can be beneficial 
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in handling larger datasets especially that rice grains cannot just be counted in practical and on-site 

detection. 

Table 2.  Top performing MATLAB CLA models 

Top performing MATLAB 

CLA modelsMATLAB CLA 

Model/Classifier 

Training 

Accuracy (%) 

Testing 

Accuracy (%) 

Training 

Time (sec) 
Rank 

Trilayered Neural Network 100.00 100.00 1.03 1 

Cubic SVM 100.00 100.00 1.07 2 

Coarse KNN 100.00 100.00 1.37 3 

Linear Discriminant 100.00 100.00 1.42 4 

Efficient Linear SVM 100.00 100.00 1.52 5 

Linear SVM 100.00 100.00 1.54 6 

Wide Neural Network 100.00 100.00 1.75 7 

Efficient Logistic Regression 100.00 100.00 1.91 8 

Bilayered Neural Network 100.00 100.00 2.16 9 

Cosine KNN 100.00 100.00 2.32 10 

Coarse Gaussian SVM 100.00 100.00 2.37 11 

Quadratic Discriminant 100.00 100.00 3.35 12 

Binary LGM Logistic Regression 100.00 100.00 4.66 13 

Narrow Neural Network 100.00 100.00 11.24 14 

Medium Neural Network 100.00 100.00 12.36 15 

Subspace KNN Ensemble 100.00 100.00 14.04 16 

Table 3.  Top performing WEKA models 

WEKA Model/Classifier 
Training Accuracy  

(%) 

Testing Accuracy 

(%) 

Training Time 

(sec) 
Rank 

Random Tree 100.00 100.00 0.00 1 

SMO Function 100.00 100.00 0.01 2 

AdaBoost M1 Meta 100.00 100.00 0.01 2 

Random Committee 100.00 100.00 0.01 2 

Logistic Function 100.00 100.00 0.02 3 

JRip Rule 100.00 100.00 0.02 3 

Random Subspace 100.00 100.00 0.02 3 

SGD Function 100.00 100.00 0.03 4 

IBk Lazy 100.00 100.00 0.03 4 

Randomizable Filtered Classifier 100.00 100.00 0.04 5 

Random Forest Tree 100.00 100.00 0.05 6 

Logit Boost 100.00 100.00 0.10 7 

Multiclass Classifier 100.00 100.00 0.10 7 

Multiclass Classifier Updateable 100.00 100.00 0.10 7 

Simple Logic Function 100.00 100.00 0.13 8 

Multilayer Perceptron Function 100.00 100.00 0.16 9 

LMT Tree 100.00 100.00 0.16 9 

Iterative Classifier Optimizer 100.00 100.00 0.20 10 

LWL Lazy 100.00 100.00 0.34 11 

Kstar Lazy 100.00 100.00 0.39 12 

 

At the time of writing, a similar rice classification study focusing on RGB values reported 100% 

accuracy using MATLAB’s Coarse Tree, effectively distinguishing between healthy and unhealthy 

rice seed plants [43]. However, the model took 0.32189 seconds to build, which is relatively faster 

than the performance result of the MATLAB models obtained in this study. In another local study, 

WEKA’s Random Tree also achieved 100% accuracy when using the same dataset from the 

aforementioned study, but with a focus on WEKA’s models [44]. In contrast to the previous study, 

it recorded a training time of 0.02 seconds, showing that Random Tree performs better in classifying 

GMO Golden Rice compared to traditional rice—rather than just distinguishing between healthy and 

unhealthy rice. 

Existing studies have not yet explored the classification and detection of genetically modified 

rice and other biofortified crops using similar methodologies. Most studies have focused on 
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comparing traditional white rice variants based on features such as morphology, texture, nitrogen 

content, internal broken, and other rice grader parameters [45]-[50]. This highlights a gap in the 

current body of knowledge, calling for further research and improvements in GMO rice 

classification. Future studies are expected to validate the results presented in this paper and explore 

the potential for improving the models by considering additional GMO rice variants, hybrid varieties, 

and incorporating other relevant features. 

 
(a) 

 
(b) 

Fig. 9. Confusion matrix (a) and summary (b) of MATLAB’s most efficient model 
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(a) 

 
(b) 

Fig. 10. Confusion matrix (a) and summary (b) of WEKA’s most efficient model 

5. Conclusion 

This study successfully conducted a comprehensive comparative analysis of the 80 ML 

classifiers in assessing their effectiveness in distinguishing GMO Golden Rice from traditional rice, 

using RGB histogram data. Most MATLAB and WEKA platforms showed perfect accuracy in both 

training and testing phases. The Trilayered Neural Network emerged as the most efficient model in 

MATLAB, with its ability to handle complexities in rice color feature in just 1.03 sec. In WEKA, 

the Random Tree stood out for its negligible training time 0.00 sec, this is crucial in examining large 

dataset as Random Tree can effectively reduce risk of overfitting. The integration of Precision, 

Recall, and F1-scores further confirms the robustness of the proposed models. Moreover, this study 

noted a significant gap in current research—existing studies primarily focus on classifying traditional 

rice based on features like morphology, texture, and color. The application of machine learning to 

genetically modified rice, as explored here, offers new possibilities and a much-needed expansion in 

the field of GMO detection and biofortified crop monitoring. Future research should seek to validate 

these findings and explore ways to improve the models further by considering additional GMO rice 

variants, such as the IRRI’s newly released low-sugar GMO rice. Future work may also deal with 

hybrid variants, as well as adding extra features like Morphology and Texture, which can still be 

done within MATLAB. Ultimately, this approach has the potential to revolutionize GMO 

monitoring, providing a scalable, field-deployable solution that empowers stakeholders across the 

agricultural value chain, from farmers to policymakers, enabling more efficient GMO rice detection, 

enhancing food safety, and promoting precision agriculture. 
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