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1. Introduction 

Load frequency control (LFC) plays a crucial role in maintaining the stability of power systems, 

especially in multi-area systems where frequency deviations can propagate across interconnected grids 

[1]-[3]. In modern power systems, the increasing penetration of renewable energy sources, such as 

photovoltaic (PV) units, adds further complexity due to the intermittent and variable nature of 

renewable energy generation. These variations in generation can lead to significant fluctuations in 

system frequency and power flow, which, if not properly controlled, can compromise the stability and 

reliability of the entire grid. 
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control (LFC) in a two-area power system consisting of photovoltaic (PV) 

and thermal power units. The ImRSA integrates Lévy flight and 

logarithmic spiral search mechanisms to improve the balance between 

exploration and exploitation, resulting in more efficient optimization 

performance. The proposed controller is tested against the original reptile 

search algorithm (RSA) and other state-of-the-art optimization methods, 
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the ImRSA-optimized TID controller outperforms these approaches in 

terms of undershoot, overshoot, settling time, and the integral of time-
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robustness in managing frequency deviations caused by solar radiation 

fluctuations in PV systems. The results highlight the superior efficiency 

and reliability of the proposed method, especially for renewable energy 

integration in modern power systems. 
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LFC is crucial for maintaining the stability and reliability of power systems by ensuring that 

frequency deviations remain within permissible limits despite load variations and disturbances. The 

increasing integration of renewable energy sources and the presence of nonlinearities in modern power 

systems have intensified the need for advanced control strategies and optimization techniques. Recent 

studies have focused on developing sophisticated controllers optimized by various algorithms to 

enhance LFC performance. Sahu et al. [4] proposed an effective LFC approach using a two-degree-

of-freedom tilt-integral-derivative (TID) controller optimized with the whale optimization algorithm. 

Their method demonstrated superior dynamic response and robustness compared to traditional PID 

controllers. Ekinci et al. [5] investigated the automatic generation control of a hybrid PV and reheat 

thermal power system using the RIME algorithm. The RIME-optimized controller effectively 

managed frequency deviations, showcasing improved stability in systems with renewable energy 

integration. Similarly, Andic et al. [6] introduced a novel sea horse optimizer-based LFC for a two-

area power system comprising PV and thermal units. Their controller outperformed conventional 

methods, offering enhanced frequency regulation. Addressing system nonlinearities, an optimal α-

variable model-free adaptive barrier function fractional-order nonlinear sliding mode control was 

developed for a four-area interconnected hybrid power system in a study [7]. This approach effectively 

handled nonlinearities and uncertainties, improving overall system stability. The application of 

fractional-order controllers has gained attention due to their flexibility in tuning and superior 

performance. Ekinci et al. [8] utilized a spider wasp optimizer to fine-tune a cascaded fractional-order 

controller for LFC in a PV-integrated two-area system. The optimized controller achieved better 

settling times and reduced overshoot, highlighting the benefits of fractional-order control. Sharma and 

Singh [9] explored LFC in connected multi-area multi-source power systems using energy storage 

devices and a lyrebird optimization algorithm-tuned PID controller. Their study demonstrated that 

integrating energy storage enhances frequency regulation and system resilience against disturbances.  

Nature-inspired optimization algorithms have been increasingly adopted for controller tuning in 

LFC applications. Hassan et al. [10] applied hybrid sine cosine optimizer and balloon effect identifier 

algorithms for adaptive LFC in microgrids considering PV sources and electric vehicles. Their method 

adeptly managed the impacts of renewable integration and EV penetration on frequency stability. 

Younis et al. [11] enhanced LFC in interconnected power systems using a hybrid particle swarm 

optimization–artificial hummingbird algorithm. The hybrid approach achieved better convergence 

rates and control performance compared to individual optimization techniques. Further advancements 

include the work by Ekinci et al. [12], who presented frequency regulation of a PV-reheat thermal 

power system using a novel hybrid educational competition optimizer combined with pattern search 

and a cascaded PDN-PI controller. Their approach resulted in significant improvements in dynamic 

response and system stability. Apart from those studies, it is feasible to encounter more studies which 

are reported in  [13]-[25]. 

In light of the challenges posed by renewable energy integration and the limitations of traditional 

control methods, this study proposes an enhanced reptile search algorithm (ImRSA)-optimized TID 

controller for LFC in a two-area power system. The ImRSA is an improved version of the original 

reptile search algorithm (RSA) [26], incorporating two powerful exploration mechanisms: Lévy flight 

[27] and logarithmic spiral search [28]. The reason of adopting the RSA as the base algorithm for the 

improvement stems from its demonstrated capability for various engineering problems [29]-[38]. 

These mechanisms improve the balance between exploration and exploitation, enabling the algorithm 

to more effectively search for optimal control parameters. The TID controller [39], optimized by the 

ImRSA, is designed to minimize frequency deviations and tie-line power fluctuations, ensuring stable 

and reliable operation of the power system. 

The proposed ImRSA was initially tested against several benchmark functions [40]. Across all 

tested benchmark functions, the ImRSA consistently outperformed the original RSA in terms of both 

solution accuracy and consistency. The enhancements brought by the integration of Lévy flight and 

logarithmic spiral search mechanisms allow the ImRSA to balance global and local search strategies 

more effectively. In particular, the Lévy flight mechanism enables large, random jumps that improve 

exploration, while the logarithmic spiral search promotes convergence toward the best solution by 
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enhancing exploitation. The effectiveness of the proposed ImRSA-optimized TID controller was 

validated through a series of simulations. The results were compared with those of the original RSA 

and other state-of-the-art optimization techniques, such as the modified grey wolf optimization with 

cuckoo search algorithm-optimized TID [41], black widow algorithm-optimized PID [42] and gorilla 

troops algorithm-optimized PI [43]. The ImRSA demonstrated superior performance, achieving a 13% 

reduction in the integral of time-weighted absolute error [44] compared to RSA. It also delivered faster 

settling times, with an undershoot of −0.1583 Hz and an overshoot of 0.0286 Hz in Area I, 

outperforming both RSA and the other tested methods. Moreover, the robustness of the ImRSA-

optimized TID controller was further validated under conditions of solar radiation variation, 

simulating the impact of fluctuating renewable energy inputs. The controller effectively mitigated the 

effects of these variations, maintaining system stability and minimizing power flow deviations 

between the interconnected areas. In conclusion, the proposed ImRSA-optimized TID controller 

addresses key challenges in LFC, particularly in power systems with significant renewable energy 

integration. The study demonstrates that the ImRSA is a robust and efficient optimization technique 

that can enhance the performance of LFC controllers, ensuring stable and reliable power system 

operation under both normal and fluctuating conditions. 

2. Reptile Search Algorithm and Its Improved Version  

2.1. Reptile Search Algorithm 

The reptile search algorithm (RSA) is a metaheuristic optimization method inspired by the social 

and hunting behaviors of crocodiles [26]. The RSA can be described in three main stages: 

initialization, global search, and local search. During initialization, a matrix (𝑋) of size 𝑁 × 𝑛 is 

randomly generated, where 𝑁 represents the number of candidate solutions, and 𝑛 represents the 

problem's dimensionality. Each element (candidate solution) in the matrix is generated using the 

following equation: 

𝑥𝑖𝑗 = 𝑟𝑎𝑛𝑑 × (𝑈𝐵𝑗 − 𝐿𝐵𝑗) + 𝐿𝐵𝑗 (1) 

Here, 𝑥𝑖𝑗 is the 𝑗𝑡ℎ position of the 𝑖𝑡ℎ solution, where 𝑖 = 1, 2, … , 𝑁 and 𝑗 = 1, 2, … , 𝑛. In this formula, 

"𝑟𝑎𝑛𝑑" is a random number, and 𝐿𝐵𝑗 and 𝑈𝐵𝑗 are the lower and upper bounds for the 𝑗𝑡ℎ dimension, 

respectively. 

In the global search phase, the RSA simulates the crocodiles' encircling behavior (high walking 

and belly walking) for exploration. The high walking strategy is used when 𝑡 ≤ (𝑇 4⁄ ), where 𝑡 is the 

current iteration and 𝑇 is the maximum number of iterations. For 𝑡 ≤ (2(𝑇 4⁄ )) and 𝑡 > (𝑇 4⁄ ), the 

belly walking strategy is applied. The position update for the global search can be expressed as 

follows: 

𝑥𝑖𝑗(𝑡 + 1) = {
𝐵𝑒𝑠𝑡𝑗(𝑡) − 𝜂𝑖𝑗(𝑡) × 𝛽 − 𝑅𝑖𝑗(𝑡) × 𝑟𝑎𝑛𝑑;  𝑡 ≤

𝑇

4

𝐵𝑒𝑠𝑡𝑗(𝑡) × 𝑥𝑟1𝑗(𝑡) × 𝐸𝑆(𝑡) × 𝑟𝑎𝑛𝑑;  𝑡 ≤ 2
𝑇

4
 𝑎𝑛𝑑 𝑡 >

𝑇

4

 (2) 

Here, 𝐵𝑒𝑠𝑡𝑗(𝑡) is the 𝑗𝑡ℎ position of the best solution found so far. The parameter 𝛽 is a sensitivity 

factor that regulates exploration accuracy, fixed at 0.1. 𝑅𝑖𝑗 reduces the search space, and 𝑥𝑟1𝑗 

represents a random position in the 𝑖𝑡ℎ solution. The hunting operator 𝜂𝑖𝑗 = 𝐵𝑒𝑠𝑡𝑗(𝑡) × 𝑃𝑖𝑗, where 

𝑃𝑖𝑗 denotes the percentage difference between the best and current solutions at the  𝑗𝑡ℎ position. The 

term 𝐸𝑆(𝑡) = 2 × 𝑟 × (1 − (1 𝑇⁄ )) represents a probability factor, with 𝑟 being a random integer 

between -1 and 1. 

In addition to the global search, the RSA includes a local search phase, which simulates 

crocodiles' hunting behavior for exploitation, such as hunting coordination and cooperation. The local 

search strategy is defined as: 
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𝑥𝑖𝑗(𝑡 + 1) = {
𝐵𝑒𝑠𝑡𝑗(𝑡) × 𝑃𝑖𝑗(𝑡) × 𝑟𝑎𝑛𝑑;  𝑡 ≤ 3

𝑇

4
 𝑎𝑛𝑑 𝑡 > 2

𝑇

4

𝐵𝑒𝑠𝑡𝑗(𝑡) − 𝜂𝑖𝑗(𝑡) × 𝜖 − 𝑅𝑖𝑗(𝑡) × 𝑟𝑎𝑛𝑑;  𝑡 ≤ 𝑇 𝑎𝑛𝑑 𝑡 > 3
𝑇

4

 (3) 

Here, the hunting coordination occurs when 2T/4 ≤ 𝑡 < 3𝑇/4, and hunting cooperation is performed 

during 3T/4 ≤ 𝑡 < 𝑇. 

2.2. Lévy flight and Logarithmic Spiral Search Mechanisms 

This work employs two enhancement techniques, Lévy flight (LF) [45] and logarithmic spiral 

search (LSS) [28], to boost the performance of the original RSA. The Lévy flight mechanism is 

effective in generating random movements within a specific search area. Lévy flight is characterized 

as a random process with a non-Gaussian distribution, represented by 𝐿(𝑠)~|𝑠|−1−𝛽, where 𝛽 is an 

index ranging between 0 and 2. Mathematically, the Lévy flight distribution can be described by the 

following expression: 

𝐿(𝑠, 𝛾, 𝜇) = {
√

𝛾

2𝜋
𝑒

(−
𝛾

2(𝑠−𝜇)
)

(
1

(𝑠 − 𝜇)3 2⁄
) ;  0 < 𝜇 < 𝑠 < ∞

0;  𝑠 ≤ 0

 (4) 

In this equation, 𝑠 represents the sample, 𝜇 is the location parameter, and 𝛾 controls the 

distribution scale. A more general form of the Lévy flight distribution is expressed as: 

𝐹(𝑘) = 𝑒(−𝛼|𝑘|𝛽), 𝛽 ∈ (0, 2] (5) 

Where 𝛼 is a scaling factor and 𝛽 is the distribution index, as indicated in the above equation. The 

step length 𝑠 can be determined using Eq. (6) [30]: 

𝑠 = (
𝑢

|𝑣|(1/𝛽)
) (6) 

Here, 𝑢 and 𝑣 are random variables that follow a Gaussian distribution, as defined in [46]. 

In addition to LF, the LSS technique is also used to increase population diversity within the RSA. 

The LSS mechanism is illustrated in Fig. 1(a) and mathematically modeled as follows: 

𝑥𝑖
𝐿𝑠(𝑡) = |𝑥𝑏𝑒𝑠𝑡(𝑡) − 𝑥𝑖(𝑡)| ⋅ 𝑒𝛼𝑙 ⋅ cos(2𝜋𝑙) + 𝑥𝑏𝑒𝑠𝑡(𝑡) (7) 

In this equation, 𝑙 is a random variable in the range [-1,1] (calculated as 𝑙 = 2 × 𝑟𝑎𝑛𝑑 − 1), 𝛼 is 

a constant (set to 1) that shapes the spiral, and 𝑥𝑏𝑒𝑠𝑡(𝑡) represents the best solution at the current 

iteration. As depicted in Fig. 1(a), the LSS technique enables individuals in the population to update 

their positions in a spiral pattern during each iteration, converging toward the optimal solution while 

maintaining diversity. This enhances the algorithm's exploratory capabilities. Fig. 1(b) shows an 

illustration of the Lévy flight process over 100 steps, highlighting its random search behavior. By 

integrating LF for random movements and LSS for structured spiraling toward the target, these 

approaches work together to strengthen the RSA’s exploration and convergence balance. 

2.3. Working Mechanism of Improved RSA 

The flowchart in Fig. 2 provides a detailed visual representation of the structure and working 

mechanism of the improved RSA (ImRSA). The ImRSA enhances the original RSA by integrating 

two powerful exploration strategies: Lévy flight (LF) and logarithmic spiral search (LSS), while 

maintaining the core stages of the RSA. The algorithm begins with the initialization phase, where a 

population of candidate solutions is randomly generated within predefined boundary limits. The initial 

parameters for the ImRSA are also set, including the sensitivity parameters 𝛼 = 0.1, 𝛽 = 0.1 (for 

exploration accuracy in RSA), and the additional parameters specific to ImRSA, such as 𝑃𝑠𝑒𝑙𝑒𝑐𝑡 = 0.5 

(which determines the switch between LF and LSS), 𝑏 = 1, 𝐿 = [−1, 1] for the logarithmic spiral 
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search, and 𝛽 = 1.5 for Lévy flight. The fitness of each solution is then evaluated to identify the best 

solution. 

The best individual

The search agents

(a) (b)
 

Fig. 1. Illustration of LSS (a) and LF (b) mechanisms 
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Evaluate the fitness values 

and find the best solution 
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Update the best solution

𝑡 = 𝑇  End𝑡 = 𝑡 + 1 
yesno

yes no

yes no yes

no
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Fig. 2. Flowchart of proposed ImRSA 

The global search phase is responsible for exploration. In this phase, the algorithm switches 

between two behaviors, high walking and belly walking, based on the current iteration 𝑡 and the total 
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number of iterations 𝑇. High walking is performed when 𝑡 ≤ (𝑇/4), allowing the algorithm to focus 

on broader exploration. Belly walking takes over when (𝑇/4) < 𝑡 ≤ (2𝑇/4), focusing on a more 

localized search while still maintaining some degree of exploration. During these stages, the LF and 

LSS mechanisms are applied to control the movement of candidate solutions, enhancing the 

exploration of the search space. The local search phase is focused on exploitation and refinement of 

the best solutions, mimicking the hunting behavior of crocodiles. It is divided into hunting 

coordination and hunting cooperation. Hunting coordination occurs for (2𝑇/4) < 𝑡 ≤ (3𝑇/4), where 

candidate solutions are refined based on the current best solutions. Hunting cooperation occurs for 
(3𝑇/4) < 𝑡 ≤ 𝑇, where the cooperation between solutions allows for more intensive local search, 

homing in on the best candidate solutions. In each iteration, the position of each candidate solution is 

updated. Based on a random probability, the algorithm either applies the LF or LSS mechanisms. LF 

is employed when 𝑎𝑛𝑑 > 𝑃𝑠𝑒𝑙𝑒𝑐𝑡. LF facilitates large, random jumps in the search space. LSS is 

applied when 𝑟𝑎𝑛𝑑 ≤ 𝑃𝑠𝑒𝑙𝑒𝑐𝑡. This mechanism ensures a more controlled, spiraling convergence 

toward the optimal solution while maintaining diversity in the population. The process continues until 

the maximum iteration is reached, at which point the algorithm records the best solution found. 

3. Performance Evaluation of ImRSA on Well-Known Benchmark Functions  

To evaluate the effectiveness of the ImRSA, a series of benchmark optimization functions were 

employed. The benchmark suite consists of widely used functions that assess the algorithm’s ability 

to balance exploration and exploitation in both unimodal and multimodal search spaces. [40] The 

ImRSA was compared with the original RSA in terms of performance across these functions, and the 

results are tabulated in Table 1 [47]. The benchmark functions utilized include Rosenbrock, Step, 

Schwefel, Penalized, Kowalik, and Shekel 5 functions, each offering unique challenges in terms of 

dimensionality, bounds, and global optimum targets (Table 1). For each test, 30 independent runs were 

conducted to mitigate randomness, with a population size of 50 and a maximum iteration number of 

500, ensuring robust evaluation of performance. 

Table 1.  Used various benchmark functions 

Function Dimension Lower bound Upper bound Optimum 
Rosenbrock 30 −30 30 0 

Step 30 −100 100 0 

Schwefel 30 −500 500 −1.2569E+04 

Penalized 30 −50 50 0 

Kowalik 4 −5 5 3.0749E−04 

Shekel 5 4 0 10 −10.1532 

 

The statistical performance of the ImRSA and RSA is summarized in Table 2. For each function, 

the best, worst, mean, and standard deviation values are recorded over the 30 independent runs. For 

the Rosenbrock function, the ImRSA significantly outperformed the original RSA. The ImRSA 

achieved a mean value of 4.7444E−16 compared to RSA's 1.8693E+01, and its standard deviation 

was notably lower at 2.5984E−15, highlighting its superior consistency. This suggests that the 

improved algorithm has a more refined balance of exploration and exploitation, allowing it to 

converge closer to the global optimum. 

The Step function results further demonstrate the efficiency of the ImRSA. The best value 

obtained by the ImRSA was 6.9965E−02, a dramatic improvement over RSA's 3.8006E+00. 

Similarly, the mean and standard deviation values of the ImRSA, 3.4123E−01 and 1.6687E−01 

respectively, reflect a marked enhancement in both performance and stability. The Schwefel function 

is a highly multimodal function, making it a significant challenge for any optimization algorithm. The 

ImRSA excelled in this test, reaching a mean value of −1.0510E+04 with a lower standard deviation 

compared to RSA's −5.5013E+03 mean. The ability of the ImRSA to handle complex landscapes with 

multiple local minima is apparent here, highlighting its exploration capabilities. For the Penalized 

function, the ImRSA also demonstrated substantial improvements. It achieved a best value of 
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1.4638E−02 and a mean of 3.7449E−02, whereas the RSA struggled, yielding a best of 4.7320E−01 

and a mean of 1.2103E+00. This result indicates the ImRSA’s ability to effectively exploit the search 

space for precision solutions. The performance on the Kowalik and Shekel 5 functions again showed 

that the ImRSA delivers more accurate and consistent results than RSA. In the Kowalik function, 

ImRSA's best result of 3.0859E−04 was closer to the optimum compared to RSA’s 5.5247E−04. In 

the Shekel 5 function, ImRSA achieved a best result of −1.0153E+01, very close to the theoretical 

optimum of −10.1532. 

Table 2.  Statistical metrics comparison of RSA and ImRSA on benchmark functions 

Function Algorithm Best Worst Mean Standard deviation 

Rosenbrock 
RSA 4.6823E−24 2.8990E+01 1.8693E+01 1.3814E+01 

ImRSA 2.3546E−25 1.4232E−14 4.7444E−16 2.5984E−15 

Step 
RSA 3.8006E+00 7.2617E+00 6.5738E+00 9.4223E−01 

ImRSA 6.9965E−02 7.4829E−01 3.4123E−01 1.6687E−01 

Schwefel 
RSA −5.6560E+03 −5.0473E+03 −5.5013E+03 1.5209E+02 

ImRSA −1.1605E+04 −8.7883E+03 −1.0510E+04 7.9134E+02 

Penalized 
RSA 4.7320E−01 1.6033E+00 1.2103E+00 3.2784E−01 

ImRSA 1.4638E−02 7.5462E−02 3.7449E−02 1.7191E−02 

Kowalik 
RSA 5.5247E−04 3.5432E−03 1.4710E−03 6.6595E−04 

ImRSA 3.0859E−04 7.9092E−04 5.7936E−04 1.5802E−04 

Shekel 5 
RSA −5.0552E+00 −5.0552E+00 −5.0552E+00 1.8067E−15 

ImRSA −1.0153E+01 −9.9993E+00 −1.0122E+01 3.7473E−02 

4. Real-World Engineering Problem: ImRSA-Optimized TID Controller for LFC 

This section illustrates the application of the ImRSA to optimize a tilt-integral-derivative (TID) 

controller for LFC in a two-area power system consisting of PV grids and thermal power units. 

Effective LFC is critical to maintain frequency stability and ensure that power flows between 

interconnected areas remain balanced, especially when integrating renewable energy sources such as 

PV grids. The transfer functions of the power system model used in this study are provided in Table 

3. 

Table 3.  Transfer functions of photovoltaic grid and thermal power units  

Area I Area II 

Photovoltaic grid Governor Turbine Reheater Power system 

𝐺𝑝𝑣(𝑠) =
−𝐴𝑠 + 𝐵

𝑠2 + 𝐶𝑠 + 𝐷
 𝐺𝑔(𝑠) =

𝐾𝑔

𝑇𝑔𝑠 + 1
 𝐺𝑡(𝑠) =

𝐾𝑡

𝑇𝑡𝑠 + 1
 𝐺𝑟(𝑠) =

𝐾𝑟𝑇𝑟𝑠 + 1

𝑇𝑟𝑠 + 1
 𝐺𝑝𝑠(𝑠) =

𝐾𝑝𝑠

𝑇𝑝𝑠𝑠 + 1
 

 

The TID controller is designed to optimize the frequency response and reduce power deviations 

between the two areas. The controller’s transfer function is defined as [48]: 

𝑇𝐼𝐷(𝑠) =
𝐾𝑇

𝑠1/𝑛
+

𝐾𝐼

𝑠
+ 𝐾𝐷𝑠 (8) 

Where 𝐾𝑇 is the tilt term, 𝐾𝐼 is the integral term, 𝐾𝐷 is the derivative term, and 𝑛 is a parameter 

that shapes the order of the tilt component. Unlike traditional PID controller [49], [50] or its filtered 

version [51], this TID structure enhances the controller’s ability to handle both fast and slow dynamics 

by incorporating the tilt action, which improves system stability and damping. The performance of 

the TID controller is optimized by minimizing the integral of time-weighted absolute error (ITAE) 

objective function, which is expressed as [52]: 

𝐼𝑇𝐴𝐸 = ∫ (|∆𝑓1| + |∆𝑓2| + |∆𝑃𝑡𝑖𝑒|)𝑡𝑑𝑡

𝑡𝑓

0

 (9) 
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Where ∆𝑓1 and ∆𝑓2 represent the frequency deviations in Areas I and II, respectively, ∆𝑃𝑡𝑖𝑒 is the tie-

line power deviation between the areas, and 𝑡𝑓 is the final time for the simulation, set to 30 seconds. 

The ITAE objective function emphasizes the importance of reducing frequency and power deviations 

over time, ensuring that the system reaches a steady state with minimal overshoot and oscillations. 

The block diagram in Fig. 3 illustrates the structure of the TID-controlled two-area PV-thermal 

power system. The ImRSA is employed to tune the parameters of the TID controller to minimize the 

ITAE value, ensuring optimal load frequency control. The key components of the system include TID 

controllers for the PV grid and thermal units in Areas I and II, the dynamic models of the PV grid, 

governor, turbine, reheater, and power system, as described by the transfer functions, and the tie-line 

connecting the two areas, which transfers power between them and needs to be carefully controlled to 

prevent instability. The ImRSA iteratively adjusts the TID controller parameters to achieve the best 

possible balance between minimizing frequency deviations and ensuring fast system response. This 

control architecture enables efficient coordination between the renewable and thermal generation 

sources, ensuring that frequency deviations and tie-line power fluctuations are minimized, even under 

varying load conditions and disturbances. 
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Fig. 3. Block diagram of TID controlled two-area PV-thermal system 

5. Simulation Results   

5.1. Statistical Analysis 

In this section, the performance of the ImRSA is compared with the original RSA in the context 

of optimizing a TID controller for LFC. The simulations were conducted with a population size of 

𝑁 = 40 and a maximum iteration number 𝑇 = 100. For each algorithm, 20 independent runs were 

performed to ensure the reliability of the results. Table 4 presents the statistical metrics (best, worst, 

mean, and standard deviation) of the RSA and ImRSA in the LFC optimization problem. The ImRSA 

consistently outperforms the RSA across all statistical measures, achieving better solutions with lower 

variation across the runs. As observed in the table, the best ITAE value obtained by the ImRSA was 

0.8239, compared to RSA's 0.9251. Furthermore, the ImRSA showed greater consistency with a lower 
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standard deviation of 0.0291, indicating more consistent results across different runs compared to 

RSA's 0.0353. This illustrates that ImRSA offers more robust performance in optimizing LFC 

systems. 

Table 4.  Statistical metrics comparison of RSA and ImRSA on LFC optimization problem  

Algorithm Best Worst Mean Standard deviation 

ImRSA 0.8239 0.9416 0.8607 0.0291 

RSA 0.9251 1.0659 0.9639 0.0353 

 

The convergence behavior of the RSA and ImRSA during the LFC optimization process is 

illustrated in Fig. 4, which plots the ITAE against the iteration number for both algorithms. The figure 

clearly shows that ImRSA converges more rapidly than RSA, with ImRSA reaching lower ITAE 

values earlier in the optimization process. As depicted in Fig. 4, the ImRSA achieves a significantly 

lower ITAE value compared to RSA within the same number of iterations. The ImRSA consistently 

outperforms RSA in minimizing the ITAE, indicating faster convergence and more efficient 

optimization for LFC tasks. 
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Fig. 4. Change of ITAE for RSA and ImRSA 

The optimal values of the TID controller parameters for Areas I and II, obtained using both RSA 

and ImRSA, are summarized in Table 5. The bounds for each parameter are set between −2 and 2 for 

the controller gains (𝐾𝑇, 𝐾𝐼, and 𝐾𝐷) and between 1 and 500 for the parameter 𝑛. As shown in Table 

5, the ImRSA obtained optimized controller parameters closer to the theoretical optimum values 

compared to RSA. 

Table 5.  Bounds and optimal values for TID controller parameters 

Area Parameter Lower bound Upper bound Optimized by RSA Optimized by ImRSA 

I 

𝐾𝑇 −2 2 −1.8484 −1.0177 

𝐾𝐼 −2 2 −0.2572 −0.1584 

𝐾𝐷 −2 2 −1.9977 −1.9910 

𝑛 1 500 500.0000 488.5471 

II 

𝐾𝑇 −2 2 −2.0000 −2.0000 

𝐾𝐼 −2 2 −2.0000 −2.0000 

𝐾𝐷 −2 2 −0.4936 −0.5970 

𝑛 1 500 5.3111 5.1438 
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5.2. Comparison with Recently Documented Studies  

This section compares the performance of the ImRSA-optimized TID controller with three 

advanced control strategies: the modified grey wolf optimization with cuckoo search algorithm 

(MGWO-CS)-optimized TID [41], black widow optimization (BWOA)-optimized PID [42] and 

gorilla troops optimization (GTO)-optimized PI [43]. Each of these controllers was subjected to a 10% 

step load change applied to both areas of a two-area power system (Δ𝑃𝐷1 = Δ𝑃𝐷2 = 0.1 𝑝𝑢). The 

comparison is based on transient response characteristics, including undershoot, overshoot, and 

settling time. 

Fig. 5 illustrates the transient response of frequency deviation in Area I for each controller. The 

ImRSA-optimized TID controller shows superior performance, with a minimal undershoot of −0.1583 

Hz and overshoot of 0.0286 Hz, achieving a settling time of 1.3399 seconds. In contrast, the RSA-

optimized TID controller has a slightly higher overshoot (0.0392 Hz) and faster settling time (1.2966 

seconds). The MGWO-CS-optimized TID controller performs adequately but exhibits a higher 

overshoot and slower response compared to ImRSA. The BWOA-optimized PID and GTO-optimized 

PI controllers show the poorest performance, with the GTO controller displaying the highest overshoot 

and longest settling time of 2.7990 seconds. 

As shown in Fig. 6, the frequency deviation in Area II is also better controlled by the ImRSA-

optimized TID controller, with an undershoot of −0.1597 Hz and an overshoot of 0.0283 Hz. The 

settling time of 1.2414 seconds is the fastest among all tested controllers. The RSA-optimized TID 

controller achieves similar performance but with slightly worse overshoot values and a settling time 

of 1.2067 seconds. The MGWO-CS-optimized TID controller shows higher undershoot but acceptable 

settling time, while the BWOA-optimized PID and GTO-optimized PI controllers lag behind, with the 

GTO controller showing the slowest response time (4.0053 seconds). 
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Fig. 5. Transient response of frequency deviation in Area I 

Fig. 7 presents the transient response of tie-line power deviation for all controllers. The ImRSA-

optimized TID controller produces the best results, with a deviation of −0.0067 puMW and no steady-

state error and zero settling time. The RSA-optimized TID controller performs similarly, with a 

deviation of −0.0062 puMW. Both the MGWO-CS and GTO controllers show large deviations and 

slower recovery times, making them less suitable for effective tie-line power control. 

Table 6 provides a comparison of the undershoot, overshoot, and settling time metrics for 

frequency deviation in Areas I and II, as well as tie-line power deviation. Settling times were 
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calculated using a ±0.05 Hz tolerance band for ∆𝑓1 and ∆𝑓2, and a ±0.01 puMW tolerance band for 

∆𝑃𝑡𝑖𝑒. The ImRSA-optimized TID controller consistently achieves lower undershoot and overshoot 

values with faster settling times compared to the other controllers, confirming its superior performance 

in load frequency control. 
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Fig. 6. Transient response of frequency deviation in Area II 
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Fig. 7. Transient response of tie-line power deviation 

Finally, the objective function values based on the ITAE for all controllers are provided in Table 

7. The ImRSA-optimized TID controller achieves the lowest ITAE value of 0.8239, outperforming 

the RSA-optimized TID controller, which has an ITAE value of 0.9251. The MGWO-CS, BWOA, 

and GTO based controllers exhibit significantly higher ITAE values, indicating poorer overall 

performance. 



ISSN 2775-2658 
International Journal of Robotics and Control Systems 

1897 
Vol. 4, No. 4, 2024, pp. 1886-1902 

  

 

Serdar Ekinci (Enhanced RSA Optimized TID Controller for Frequency Stabilization in a Two-Area Power System) 

 

Table 6.  Undershoot (𝑈𝑆), overshoot (𝑂𝑆) and settling time (𝑡𝑠) metrics for various controllers 

Output signal Controller type 𝑼𝑺 𝑶𝑺 𝒕𝒔 (s) 

∆𝑓1 (Hz) 

ImRSA-optimized TID (proposed) −0.1583 0.0286 1.3399 

RSA-optimized TID (proposed) −0.1701 0.0392 1.2966 

MGWO-CS-optimized TID −0.1620 0.0125 1.5816 

BWOA-optimized PID −0.1172 0.0234 1.6523 

GTO-optimized PI −0.1603 0.0209 2.7990 

∆𝑓2 (Hz) 

ImRSA-optimized TID (proposed) −0.1597 0.0283 1.2414 

RSA-optimized TID (proposed) −0.1692 0.0354 1.2067 

MGWO-CS-optimized TID −0.1814 0.0082 1.2810 

BWOA-optimized PID −0.1172 0.0215 1.5783 

GTO-optimized PI −0.2217 0.0471 4.0053 

∆𝑃𝑡𝑖𝑒 (puMW) 

ImRSA-optimized TID (proposed) −0.0067 0.0031 0 

RSA-optimized TID (proposed) −0.0062 0.0036 0 

MGWO-CS-optimized TID −0.0145 0.0092 3.7363 

BWOA-optimized PID −0.0039 0.0011 0 

GTO-optimized PI −0.0297 0.0227 5.3183 

Table 7.  Comparison of 𝐼𝑇𝐴𝐸 objective function for various controller types 

Controller type 𝑰𝑻𝑨𝑬 

ImRSA-optimized TID (proposed) 0.8239 

RSA-optimized TID (proposed) 0.9251 

MGWO-CS-optimized TID 4.5506 

BWOA-optimized PID 1.2126 

GTO-optimized PI 2.9185 

5.3. Influence of Solar Radiation Variation in Area I   

In this section, the impact of solar radiation variation on the performance of the ImRSA-

optimized TID controller in Area I is evaluated. PV power generation is highly dependent on solar 

radiation, and any fluctuations can affect the frequency stability and tie-line power balance in 

interconnected power systems. The ability of the ImRSA-optimized TID controller to handle such 

variations ensures the robustness of the control system under renewable energy integration. Fig. 8 

shows the variation in solar radiation applied to the PV system in Area I. Solar radiation fluctuates 

over time due to environmental factors such as cloud cover, which can cause sudden drops or increases 

in power generation from the PV grid. These fluctuations must be managed effectively to maintain 

system stability. 

0 20 40 60 80 100

Time (s)

-0.05

0

0.05

0.1

0.15

0.2

C
h
a

n
g
e
 i
n
 s

o
la

r 
ra

d
ia

ti
o
n

 (
p
u

)

 

Fig. 8. Change of solar radiation 
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The transient response of the system, controlled by the ImRSA-optimized TID controller, is 

illustrated in Fig. 9. This figure displays the frequency deviation in Area I and Area II and the tie-line 

power deviation between Areas I and II as solar radiation varies. The results indicate that the ImRSA-

optimized TID controller successfully mitigates the effects of solar radiation fluctuations on the 

system’s frequency. Despite changes in solar radiation, the frequency deviation in Area I remains 

within acceptable limits, demonstrating the controller's capacity to maintain system stability under 

varying power inputs from the PV grid. The tie-line power deviation is also minimized, ensuring that 

power exchanges between the two areas remain balanced. The ImRSA-optimized TID controller 

effectively manages the variations in power generated by the PV system, stabilizing the frequencies 

in Area I and Area II and maintaining the tie-line power flow. This demonstrates the controller's 

robustness and adaptability in the face of renewable energy integration, where fluctuating energy 

inputs are common. The ability to handle solar radiation variability without causing significant 

disturbances in the power system underscores the effectiveness of the ImRSA-optimized TID 

controller in real-world applications involving renewable energy sources. 
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Fig. 9. Transient response of ImRSA-optimized TID controlled system under change of solar radiation 

6. Conclusion and Future Works 

The ImRSA-optimized TID controller developed in this study demonstrates significant 

improvements over the original RSA and other optimization techniques in load frequency control for 

a two-area power system with photovoltaic and thermal power units. By integrating Lévy flight and 

logarithmic spiral search mechanisms, the ImRSA enhances exploration and convergence, achieving 

better frequency stabilization and minimizing tie-line power fluctuations under varying load 

conditions. The simulation results show that the ImRSA-optimized TID controller consistently 

outperforms RSA, MGWO-CS, BWOA, and GTO in terms of undershoot, overshoot, settling time, 

and the ITAE objective function, confirming its superiority in terms of both efficiency and robustness. 

The ImRSA also proves to be highly effective in handling solar radiation variability, stabilizing 

frequency deviations caused by fluctuating renewable energy sources. 

Future work could explore the integration of more advanced hybrid optimization algorithms to 

further improve the performance of the TID controller. Additionally, the application of the ImRSA in 

more complex multi-area power systems with a higher level of renewable energy penetration would 

be a valuable area for research. Moreover, investigating the scalability of the ImRSA for real-time 

control in large-scale power grids, alongside its adaptation to accommodate other renewable energy 
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sources such as wind, would broaden the applicability of this approach in modern power system 

design. 
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