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 Recognition of human hitting movement in a more specific context of 

sports like boxing is still a hard task because the existing systems use 

manual observation which could be easily flawed and highly inaccurate. 

However, in this study, an attempt is made to present an automated system 

designed for this purpose to detect a specific hitting movement commonly 

known as a punch using video input and image processing techniques. The 

system employs Motion History Image (MHI) to model trajectories of 

motions and combine them with other parameters to reconstruct 

movements which tend to have a temporal component. Thus, CCTV 

cameras set at different positions (front, back, left and right) enable the 

system to identify several types of punches including Jab, Hook, Uppercut 

and Combination punches. The most important aspect of this work is the 

proposal of MHI and the Ellipse approximation which is quicker in the 

integration of both than other sophisticated systems which take a 

considerable duration in computations. Therefore, the system classifies 

C_motion, Sigma Theta, and Sigma Rho parameters to distress hitting from 

non-hitting movements. Evaluation on a dataset captured from multiple 

viewpoints establishes that the system performs well achieving the goal of 

93 percent when detecting both the hitting and the non-hitting motion. 

These results demonstrate the system’s superiority to the system based such 

detection methods. This study paves the way for other applications in real-

time such as sports analysis, security surveillance, and healthcare requiring 

greater efficiency in and accuracy of human movement assessment. The 

focus of future work may be in the direction of improving the recognition 

of slower movements, also modifying the system for more dynamic 

conditions in the future. 
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1. Introduction  

In a normal or abnormal activity such as a fight or boxing match and others, of course, there is a 

hitting movement, kicking movement or other attacking and defending movements [1], [2]. In the 

process of executing hitting movement or other attack techniques, one of the ways to perform this is 

by utilizing hand. Consequently, there arises a necessity to perform human hand-hitting motion 

detection in a fight [3], [4]. This will make detecting hitting movement easier to be detected by the 

system through video surveillance as a video capture tool compared to the manual observation that 

has been used [5], [6]. 

The hitting movement often used in fights is the punching movement which aims to knock down 

an opponent in a boxing match. For this reason, in this study, the recognition of hitting movements in 

humans was carried out by classifying the types of punches that exist in boxing matches for testing. 

The hitting movements include Jab moves, Uppercut moves, Hook moves, and Cross moves [7]. Hand 

gestures are one of the most natural interaction approaches of human beings and have few physical 

and mental limitations [8], [9]. 

Motion History Image (MHI) and Approximated Ellipse became the means of processing images 

in order to identify movements made by a person [10], where a recorded video is perceived and taken 

apart into several images so as to create sequences of images. Subsequently, many of these images 

can be processed to determine an object’s movements based on the shifting in the pixels. In the context 

of movement in normal activities, the image pixels do not experience big shifting, while on the other 

hand, irregular movements and hitting in particular will result in rapid pixel shifting [13]. Video data 

from CCTV cameras will be processed using Motion History Image (MHI) [14], which later goes 

further into a test using the parameters C_motion, Sigma Theta, and Sigma Rho that serve as points 

of reference to identify human hand punching activities [15]. 

There are several studies related to the detection of human movement, including research 

conducted by Rougier, C. et al., [16], this research focuses on identifying a person’s fall as perceived 

by a computer. The processing technique, namely Motion Analysis and Multiple Shape Feature 

analyzes shifting in the pixels of the image sequence to be able to identify a person's movements, and 

when a certain movement appears to be swift and stops right after, the person is then recognized by 

the computer system to have fallen [17]-[20]. This study has proved that a system run in a computer 

is able to identify a certain movement such as people falling and distinguish them from everyday 

movements. Other researchers Cheng Xu, et al., also conducted a study regarding the introduction of 

human movement with the Recurrent Transformation Prior Knowledge-based Decision Tree (RT-

PKDT) model, where the test results using the RT-PKDT method obtained an accuracy of 96.68% 

[21]. With high accuracy in this study, it will be used to classify the types of punches and kicks to the 

types of fights [22]. 

Rafet Durgut and Oğuz Findik, About Human Gesture Recognition, an action recognition method 

is proposed using the bone joint information obtained by the Microsoft Kinect sensor. Separation of 

the keyframe is accomplished through utilizing the frame connection information [23]. This method 

calculates the weight value of each keyframe, and the temporal discrepancy issue occurring when 

comparing test and reference actions was resolved by Dynamic Time Warping (DTW). The results 

obtained from DTW are classified using k-neighbor algorithm. In a parallel vein, a study conducted 

by V. Hany El-Ghaish, et al. acknowledges that human action recognition is a complicated problem 

since it must detect the movement of the actor from each actor and from viewpoint variation [24]. This 

study uses 3 models, namely 3-D skeletons, body part images, and motion history image (MHI). While 

3D skeleton modeling serves to capture the pose of the actor adeptly, the shortcomings in this 

modeling in manipulating the body shape information prompt the necessity to add MHI [25]-[27]. 

Based on some of the studies above, the drawbacks regarding the slow computational time will 

be a problem when applying it in real-time. Therefore, in this study, a simple method was used by 

combining motion history images, Frame Difference, and Approximated Ellipse. This method is 

performed by dividing the video into several frames so that the computation time required is shorter 

to detect and classify hitting movements in humans. This research begins with an introduction, 
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followed by developing the method used and carrying out trials to obtain the maximum results in 

detecting hitting movements in humans. 

2. Method  

To enhance focus during the research process, a comprehensive block diagram is developed. This 

diagram serves as a visual representation of the research workflow, effectively illustrating the 

interconnections among various research components. By adopting this systematic approach, we 

ensure clarity, coherence, and alignment with the overarching research objectives. 

The initial stage of the research is to capture motion images as input data from a CCTV video 

surveillance that has been set to carry out the trial process as shown in the block diagram of the hitting 

motion detection process in Fig. 1. The input of this hitting motion detection system is video data that 

has been recorded on the previous CCTV camera. The input to the system can be processed if two 

videos are entered in one recording, where the time and place are in the same position as though two 

CCTV opposites or right and left of the object. The video input contains one person making a hitting 

motion, the video is already in the process of being cut to 2 seconds per video in MP4 format. 

Hitting data is taken in a room with sufficient light and is not blocked by anything, video data is 

also taken on objects (humans) with different types of strokes. Hit data will be entered alternately in 

the python program to build parameters that will be used as a reference for detecting hits on the system 

[28].  

 

Fig. 1. Block diagram of the hitting motion detection process 

2.1. Huge Data Acquisition Hits  

The research begins with data acquisition from CCTV video surveillance, capturing hitting 

motions from individuals in controlled environments. The file entered for this research is a video in 

MP4 format, before entering the data for processing, the video data must be extracted into image 

frames individually based on the number of frames per second the video has, for example if a video 

has a quality of 60 fps (frames per one second) then an extraction from that video would produce 60 

fps, and so on. As shown in Fig. 2, the workflow on the hitting motion detection system for the process 
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of extracting video into frames is done by playing back the video that has been provided, then 

determining the desired video duration, in this study several extra 60 fps – 120fps were carried out 

and video capture per frame, up to the duration the specified time is complete, this process will get 

frames for hitting motion detection which will be analysed in the next process [29], [30].  

2.2. Convert RGB Image to Grayscale 

RGB to Gray-scale conversion can be done using a simple transformation. Gray-scale conversion 

is the first step in some image analysis algorithms, because it basically simplifies (reduces) the amount 

of information in the image [31].  

 𝑋 =
𝑅 + 𝐺 + 𝐵 

3
 (1) 

As shown in Equation (1), the RGB to Gray-scale conversion reduces the red, green, and blue 

channels in an image by calculating each pixel’s mean. Although Grayscale contains less information 

than color images, some important information, information related to features is retained such as 

edges, areas, blobs and so on. RGB to Gray-scale conversion also can be done with the equation that 

contains I is perceived as intensity, WR acts as weight factor of R, WG acts as weight factor of G, and 

WB acts as weight factor of B. It is imperative to provide an equation (1) in which the weight factor 

has to end in one, namely WR+WG+WB=1. Noticing same three colors are also of importance and 

therefore as follows, WR=WG=WB=1=3 [27], [32], [33].  

 

Fig. 2. Block diagram of the data acquisition process 

2.3. Frame Difference Process 

The frame difference process plays a critical role in isolating motion within video sequences by 

leveraging a background model derived from the average of multiple frames, shown in equation (2). 

 𝐵(𝑥, 𝑦) =  
1

𝑁
 ∑ 𝐹𝑖(𝑥, 𝑦)

𝑁

𝑖=1

 (2) 

Where: 

𝐵(𝑥, 𝑦) = Background model 

𝐹𝑖(𝑥, 𝑦) = Intensity at pixel (𝑥, 𝑦) in the 𝑖-th frame 

𝑁  = Total number of frames used to compute the average 

To identify moving objects, each frame extracted from the video is compared against the 

background model. The difference between the frame and the background is calculated pixel by pixel, 

shown in equation (3). 

 𝐷(𝑥, 𝑦) =  |𝐹𝑡(𝑥, 𝑦) − 𝐵(𝑥, 𝑦)| (3) 
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Where: 

𝐷(𝑥, 𝑦) = Frame difference 

𝐹𝑡(𝑥, 𝑦) = Frame extracted from the video 

In this process, a new image will be generated which contains differentiating objects between the 

background model and the frames from the video extraction. The resulting new image is still in 

grayscale form (f), the background model is taken from the average frame which will then be 

compared with the extracted video frames. In this process, a new image will be generated which 

contains differentiating objects between the background model and the frames from the video 

extraction. The resulting new image is still in grayscale form (f) [34], [35]. 

2.4. Grayscale to Binary Process 

Binary images are widely known as B&W (black-and-white) or monochromatic images, and each 

pixel in a binary image is depicted in 1 bit only. Constructing a binary image takes a certain 

colorimetry or scale in shades of gray as a reference [36]. For example, pixels in a more intense shades 

of gray are valued as 1 and pixels in a less intense scale are valued as 0. In converting grayscale images 

into binary images, same equation applies with the equation (2). 

2.5. Motion History Image 

The motion history image is built using binary images that have gone through preprocessing 

before, then later image is utilized as input data to build MHI [37]-[39]. Where to look for bright 

values according to newer movements [40]. In order to get MHI, one thing to do is to pull binary 

motion sequence of an object D (x,y,t)from its first taken image I (x,y,t) by utilizing an image-

differencing method. Furthermore, each pixel of the Motion History Image H_τ acts as one function 

in a certain time range of t (1️ n), as shown in equation (2) [41], [42]. 

 
 𝐻𝜏(𝑥, 𝑦, 𝑡) = {

𝜏                                      𝑖𝑓 𝐷(𝑥, 𝑦, 𝑡) = 1

𝑚𝑎𝑥 (0, 𝐻𝜏(𝑥, 𝑦, 𝑡 − 1) − 1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (4) 

Where: 

𝑥  = Location of a targeted pixel at x-coordinate. 

𝑦   = Location of a targeted pixel at y-coordinate. 

𝐻𝜏 (𝑥, 𝑦, 𝑡) = Motion History Image (MHI). 

𝐷(𝑥, 𝑦, 𝑡)  = Binary arrangements of an object’s movement. 

Objects are predicted utilizing an ellipse using moments. Ellipse is specified by the centroid (x, 

y), orientation, and major semi-axis a and minor semi-axis b. Therefore, the moments’ value of 

sequential images can be achieved by an equation as follows [43]-[45]. 

 
 𝑚𝑝𝑞 = ∫ ∫ 𝑥𝑝𝑦𝑞𝑓(𝑥, 𝑦)𝑑𝑥𝑑𝑦

∞

−∞

∞

−∞

 (5) 

Where: 

𝑚𝑝𝑞   = Moment’s value. 

Value of p, q = 0, 1, 2 

The centroid of an ellipse can be achieved by measuring coordinates at the core of mass with first 

and zero spatial order moments [46]-[48]: 

 
 𝑥 =

𝑚10

𝑚00
; 𝑦 =

𝑚01

𝑚00
   (6) 

Where: 



ISSN 2775-2658 
International Journal of Robotics and Control Systems 

227 
Vol. 5, No. 1, 2025, pp. 222-239 

  

I Gede Susrama Mas Diyasa (Enhanced Human Hitting Movement Recognition Using Motion History Image and 

Approximated Ellipse Techniques) 

 

𝑥 = Centroid on the x-axis coordinate. 

𝑦 = Centroid on the y-axis coordinate. 

Centroid (x, y) is used to measure the central moments [49], [50]: 

 
 𝜇𝑝𝑞 =  ∫ ∫ (𝑥 − 𝑥̅)𝑝(𝑦 − 𝑦̅)𝑞𝑓(𝑥, 𝑦) 𝑑𝑥𝑑𝑦 

∞

−∞

∞

−∞

   (7) 

Where: 

𝜇𝑝𝑞 = Central moments. 

An angle in the middle of object's principal axis and x axis provides orientation of the ellipse, 

that can be measured by central moments of order 2 [51]-[53]. 

 
𝜃 =

1

2
𝑡𝑎𝑛−1 (

2𝜇11

𝜇20 − 𝜇02
)   (8) 

Where: 

θ = Orientation ellipse. 

To get the major semi-axis a and the minor semi-axis b from the ellipse, we must calculate I-min 

and I-max, i.e. the smallest moment of inertia and the largest moment of inertia. This value can be 

calculated by evaluating the eigenvalues of the covariance matrix [54]-[56]: 

 𝐽 = (
𝜇20 𝜇11

𝜇11 𝜇02
)  (9) 

The eigenvalue from matrix J is Imin and Imax which is measured by: 

 
𝐼𝑚𝑖𝑛 = 𝜇20 + 𝜇02 −

√(𝜇20 − 𝜇02)2 + 4𝜇112

2
   (10) 

 
𝐼𝑚𝑎𝑥 = 𝜇20 + 𝜇02 −

√(𝜇20 − 𝜇02)2 + 4𝜇112

2
 (11) 

Where: 

J = covariance matrix 

Imin = smallest moment of inertia 

Imax = greatest moment of inertia 

With a and b, we can determine the ratio of the ellipse: 

 𝜌 =
𝑎

𝑏
  (12) 

Where: 

ρ = Ratio ellipse. 

a = Semi-minor axis of a. 

b = Semi-minor axis of b. 

3. Results and Discussion 

In this section, it is explained the results of research and at the same time is given the 

comprehensive discussion. 
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3.1. Trial Scenario 

The test scenario is carried out to get results that are in accordance with the design, but before 

going to the stage of the system test scenario, first perform a functional test of the components that 

are on the device that has been prepared. After carrying out the functional test of the components, it 

is continued by compiling the system using the python programming language. So, to do a punch 

detection system using the Motion History Image method. 

3.2. CCTV Camera Functioning Testing 

CCTV testing to determine the performance and functionality of the CCTV camera whether it 

works well or not. The steps of testing a CCTV camera are as follows: 

● Prepare 2 CCTV cameras with 944x1080p image quality.  

● Setting up a DVR to retrieve video data from a CCTV camera.  

● Prepare 2 tripods to support 2 CCTV cameras.  

● Setting up the monitor and mouse to monitor and move the pointer on applications found on the 

DVR 

● Inserting a flash/hard disk for video data retrieval on the DVR 

3.3. System Test 

The system testing process aims to determine whether the system can implement and produce 

output in accordance with the design discussed earlier. Accuracy results from the Motion History 

Image testing process with parameters C_motion, Sigma theta and Sigma rho to distinguish between 

hitting and not hitting. Based on the results of the accuracy test, by comparing the accuracy using the 

program, it has been found with the appropriate output results, the results from the above test will be 

converted into a python programming application as a program to give an output command in the 

form of a value considered hitting from the image that has been taken via a CCTV camera. 

3.4. Testing the Calculation of the Value of the Hitting Movement 

The steps in the process of finding a value for calculating the value of a stroke are as follows: 

● Prepare test data in the form of videos that have been cut into 2 seconds per video, either hitting 

or not hitting  

● Using the Motion History Image method to get the per frame value, then looking for the 

C_motion, Sigma theta and Sigma rho values to get the hitting value and also not hitting it as a 

reference for parameter values. 

● After getting the best value, it is continued by testing the punch detection system with that value 

by using 2 videos in one incident on the right and left sides. 

3.5. Data Acquisition Setup 

Data collection for this study used 2 CCTV cameras that had been previously adjusted for 

distance to get good pictures. Video data retrieval is carried out in a closed room with one object 

(human) performing 4 types of strokes and non-hitting movements [14]. The initial stage of the 

research is to capture motion image as input data for punch detection by a CCTV video surveillance 

that has been set up for testing. The input of this punch detection system is video data that has been 

recorded on the previous CCTV camera [57]. 

3.6. Video Extraction 

In the video extraction process, the data is separated into frames by opening the video file after 

which it captures each frame in the video, with a video duration of two seconds so 43 frames are 

obtained. The result of this video extraction process is a collection of frames from the video. The 

process in capturing frames is to read the video and then read the first frame and then scale the resize. 

calculate the length and width of the frame dimensions, then the first frame as the previous frame, 
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initiate MHI as matrix 0 size wxh then save the number of frames. The following are some examples 

of the results of the video extraction process, as shown in Table 1 (a) and Fig. 3 is the source code for 

the Extraction process. 

Table 1.  Video extraction results of hitting movement, pre-processing results, and MHI results 

 Hitting movement videos (a) Preprocessing results (b) MHI results (c) 

Back side 

   

Front side 

   

Right side 

   

Left side 

   

3.7. Pre-Processing 

The preprocessing process changes the image frames from RGB to grayscale [58], followed by 

the background subtraction process by modifying the frame difference process to converting the 

resulting frame difference image to a binary image, the pre-processing flow is as shown in Fig. 4. 

3.8. Motion History Image 

Motion History Image is built using an image that has previously been refined, the image is then 

utilized to be an input data to make a Motion History Image [59], [60]. Process Motion history image 

will be explained in accordance with Fig. 5. 

To build a Motion History Image [61], [62] using the equation described in equation (1), the fg 

variable stores the frame while t stores the highest value motion history image, the first frame is taken 

and then stored in the frame dimensions then multiply each element in fg by t after that loop the second 

to the last frame then save the original value of the current frame in the frame variable after that loop 

based on the frame size and save the value to be manipulated into the variable matrix, if the original 

value of the pixels y and x is 225, change the value to t, otherwise save the value of the previous frame 

(which has been changed) into mtx, if the pixel value of mtx on y and x is more than one, the pixel 

value of the current frame is equal to the previous frame minus one otherwise the pixel value of the 
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current frame is equal to 0. Process Motion history image will be explained in accordance with Fig. 

5. And Table 1 (c) is an example of the process results motion history image. 

 

Fig. 3. Source code for video extraction in hitting motion detection 

3.9. Specifying C_Motion Value 

After receiving the MHI image, the next stage is to look for the value of C_motion as C_motion 

exhibits the speed of movement of objects that are scored in a scale of 0-1, which 0 means idling while 

1 means moving. Finding the C_motion value involves the process of taking the number of frames, 

initializing a list of 0 along the number of frames, loop for each frame and define the highest value 

15. 

Loop for each pixel point in the frame if the value at this point is equal to max add the number 

of white pixels, if the value is greater than 0 and less from max add one for the number of ash values 

based on this point value, loop up to the max value if the current total ash value is less than 0.65 x the 

number of white points add the number of ash value points with the ash value, if the ash value is not 

empty set C_motion the current frame becomes (number of gray points/(number of white points + 

number of gray points)), if the value already obtained is not a number set it to a value of 0 then return 

the value C_motion. Result of value C_motion can be seen in Fig. 6. 

From Fig. 6 it can be seen that the value on the y line as a result of the C_motion value is colored 

red while the frame on the x line is the number of frames. It can be seen in the videos that M-1-

Front.mp4, M-1-Back.mp4, M-1-Right.mp4 and M-1-Right.mp4 have the highest C_motion value of 

0.848. For the number of frames per video, there are forty-three (43) frames in two seconds of video 

that have been entered into the system. Seen on the x line there are multiples of 10 where the number 

describes the number of frames that exist. In the graph the value on the y line describes the C_motion 

value in each frame, namely the value from 0.0 to more than 0.8 which is depicted in the output results 

run by the program. 

3.10. Determining Sigma Theta and Sigma Rho Values 

After taking an MHI image, the next stage is to figure out Sigma Theta and Sigma Rho values. 

The Sigma Theta and Sigma Rho values exhibit movements of an object’s shape taken from several 

experiments. If the highest value of sigma theta multiplied by 0.9 is less than equal to sigma rho, then 

it is considered a movement. The value of sigma theta and sigma rho is obtained by taking the length 

of theta value and then initializing sigma with a list of length s, loop as many as elements in theta if 

the theta value at index q is not a number set the theta value to be the value at the previous index or 0 

if the index is equal to 0, loop from 14 to s then set value with standard deviation. From Fig. 6, it can 

be seen that the value on the y line as a result of the sigma theta value is colored green while the sigma 

rho is colored blue for the frame on the x line as the number of frames. It can be seen in the video M-
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1-Front.mp4, M-1-Back.mp4, M-1-Right.mp4, and M-1-Right.mp4 have sigma theta values of 0.027 

and sigma rho 0.144. 

 

Fig. 4. Pre-processing flow 

3.11. Detecting Hitting Motion 

Upon getting the values of C_motion, Sigma Theta, and Sigma Rho, these values are then 

processed. 
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Fig. 5. Motion history image flow 

Table 2.  Trial result of hitting motion video for 62 data 

No Videos C_motion Sigma theta Sigma rho 

1 Video 1 0.853 0.027 0.146 

2 Video 2 0.867 0.027 0.142 

3 Video 3 0.819 0.027 0.144 

4 Video 4 0.844 0.027 0.144 

5 Video 5 0.863 0.027 0.144 

6 Video 6 0.865 0.027 0.145 

7 Video 7 0.827 0.027 0.145 

8 Video 8 0.859 0.027 0.146 

9 Video 9 0.848 0.027 0.144 

10 Video 10 0.836 0.027 0.145 

11 Video 11 0.876 0.027 0.146 

12 Video 12 0.821 0.027 0.146 

13 Video 13 0.882 0.027 0.146 

14 Video 14 0.843 0.027 0.142 

15 Video 15 0.852 0.027 0.144 

- - - - - 

- - - - - 

- - - - - 

60 0.873 0.027 0.143 0.873 

61 0.871 0.027 0.146 0.871 

62 0.822 0.027 0.142 0.822 

 tart
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 =1️ x_max

 =1️ y_max
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Fig. 6. Graph results of the C_motion, Sigma Theta, and Sigma Rho values from hitting movement detection 

in front, back, right, and left side (Nilai = Value) 

If the value of C_motion > 0.8 and the highest value of sigma theta multiplied by 0.9 is less than 

equal to sigma rho, it will be considered to have made a hitting movement, while if the value is 

otherwise, it will be considered not to make a hitting move. To get the hitting motion detection result, 

if C_motion is more than 0.8 and the highest value of sigma theta multiplied by 0.9 is less than equal 

to sigma rho then if the value is appropriate, it will display detected hitting motion, while otherwise, 

it displays no hitting motion detected. From the test results, as shown in Fig. 6, the value on the y line 

as a result of the C_motion value is colored red while the sigma theta and the sigma rho are green and 

blue, while the frames on the x line are the number of frames. 

Table 2 is the result of the analysis carried out, there are 62 datasets of stroke movements. From 

the experimental results, it can be seen that the value of C_motion the highest out of 62 videos that 

contained hitting movements was 0.887 with the smallest value of 0.802. Out of 62 hitting videos 

scored C_motion > 0.8 totaling 62 data. From this analysis, it can be concluded that if the C_motion 

value is above 0.8 then in the video it is determined that there is a hitting motion. As for the value of 

sigma theta and sigma rho in the hitting movement with a theta value of 0.027 and the highest rho 

value of 0.146 while the lowest value of 0.144. Score of C_motion represents a value of the object's 

velocity while the value of sigma theta with sigma rho is to represent the value of motion in the object's 

body. 

From Table 3, analysis is carried out using 15 data with the composition of 10 videos hitting and 

5 videos not hitting. There is an error in the data not making a hit, namely when the object waves both 

hands simultaneously, and the object is at high speed, the movement causes the parameters to change 

similar to hitting, so the accuracy of the method used can be calculated as Table 4. 
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Table 3.  Test results of the hitting movement and non-smacking movement video 

No Activity Cam 1 Cam 2 Cam 3 Cam 4 

1 Hit Yes Yes Yes Yes 

2 Hit Yes Yes Yes Yes 

3 Hit Yes Yes Yes Yes 

4 Hit Yes Yes Yes Yes 

5 Hit Yes Yes Yes Yes 

6 Hit Yes Yes Yes Yes 

7 Hit Yes Yes Yes Yes 

8 Hit Yes Yes Yes Yes 

9 Hit Yes Yes Yes Yes 

10 Hit Yes Yes Yes Yes 

11 Not hitting Yes Yes Yes Yes 

12 Not hitting Yes Yes Yes Yes 

13 Not hitting Yes Yes Yes Yes 

14 Not hitting No No No No 

Table 4.  Test results to determine the accuracy of video hitting and not hitting movement outcomes 

  

Current 

Hitting 

Movement 

Not Hitting 

Movement 

Prediction 
Positive TP (10) FP (1) 

Negative FN (0) TN (4) 

Where: 

● True Positive (TP) If actual hit and predicted result hit. 

● False Positive (FP) If Actual doesn't hit and predicted result hit. 

● True Negative (TN) If Actual doesn't hit and predicted result doesn't hit. 

● False Negative (FN) If the actual hits and the predicted result doesn't hit. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100% = 93% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
= 0.9 

3.12. Comparison of the Accuracy of Each Method 

In this study, a comparison of several methods was carried out to measure accuracy in gesture 

recognition. Table 5 shows the results of the accuracy comparison of the various methods used. The 

RT-PKDT (Recurrent Transformation Prior Knowledge-based Decision Tree) method produced the 

highest accuracy of 92.68%, although with high computational complexity, making it less suitable 

for real-time applications. In addition, the DTW (Dynamic Time Warping) and 3D Skeleton 

Modeling methods obtained accuracies of 91% and 92% respectively, with DTW showing superiority 

in handling temporal variations. Meanwhile, the method used in this study, a combination of MHI 

(Motion History Image) and Approximated Ellipses, achieved an accuracy of 93%. While not as 

superior as RT-PKDT, this method offers an optimal balance between accuracy and processing 

efficiency, making it a more practical choice for real-time applications. 

Table 5.  Comparison of the accuracy of each method 

No Method Accuracy 

1 RT-PKDT 92.68% 

2 DTW 91% 

3 3D Skeleton Modeling 92% 

4 MHI + Approximated Ellipse 93% 
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4. Conclusion 

This study acknowledges that the Motion History Image method can detect hitting movements 

with a C_motion value of more than 0.8. And if the highest sigma theta value multiplied by 0.9 is 

less than the same as sigma rho, then it is considered to be moving. The Motion History Image 

method using the C_motion parameter can be used to test hitting activities if the hitting activities are 

in fast and medium speed but if in slow conditions it cannot be detected, so the accuracy of the results 

of this test is 93% with a precision level of 0.9.  
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