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1. Introduction  

The PMSM plays a central role in modern industrial applications due to its numerous advantages 

compared to other types of motors [1]-[3]. The PMSM offers high efficiency, high power density, 

and a significant torque-to-inertia ratio for high power applications. This type of motor is utilized in 

various applications such as electric cars, automation, and renewable energy systems [4]-[5]. 

Field-Oriented Control (FOC) involves converting three-phase alternating quantities (current 

and voltage) into a biphasic reference system called d-q, where both components, current and voltage, 

are independently controlled. This control consists of two loops often arranged in cascade: an 

external speed loop and an internal current loop. This structure is more resistant to disturbances and 

responds better to setpoints [6]. Compared to the Direct Torque Control (DTC) method, which 
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 This article aims to enhance the control efficiency of the Permanent Magnet 

Synchronous Motor (PMSM) by generating optimal reference currents 

𝑖𝑑𝑟𝑒𝑓  and 𝑖𝑞𝑟𝑒𝑓using Ant Colony Optimization (ACO), while ensuring a 

minimal absorbed current condition to reduce energy consumption and 

optimize PMSM performance. The ACO algorithm is chosen for its ability 

to find global solutions and robustness in complex environments, while 

Sliding Mode Control (SMC) provides advantages in terms of robustness 

against disturbances and the ability to maintain the system in a desired 

state. The implementation of the processor-in-the-loop (PIL) technique 

using MATLAB software with code composer and the LAUNCHXL- 

F28069M board enables the controller to be implemented in real hardware 

(LAUNCHXL-F28069M) to test the simulation environment (inverter and 

PMSM). Our results demonstrate the efficiency of ACO compared to the 

analytical method (AM) in terms of response time and minimizing 

absorbed current for different load values. Artificial intelligence (AI) has 

successfully and efficiently addressed the non-linearity between torque and 

reference currents, thus reducing energy consumption. This has allowed for 

the optimization of PMSM performance in a straightforward and efficient 

manner. 
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focuses directly on the electromagnetic torque of the motor, FOC allows for swift operation in all 

four quadrants and reduces torque and current ripple [7], [8]. 

Given the non-linearity of the PMSM, using linear control technology to achieve perfect control 

of the PMSM becomes challenging due to non-linearity, sensitivity to disturbances, and the high 

torque of the PMSM. Therefore, various non-linear control methods have been proposed, such as 

predictive control [9], [10], backstepping [11], [12], adaptive control [13], robust control [14], [15], 

synergistic control [16], [17], and SMC [18], [19]. All these approaches are designed to control 

nonlinear systems, and their positive aspects include: 

• Robustness: Ensuring system robustness against parameter variations and external disturbances. 

• Adaptability: Adjusting controller parameters based on changes in the system. 

• Performance: Optimizing performance to track reference values, reject disturbances, and 

minimize errors. 

One of the main advantages of SMC compared to other mentioned control methods is its 

robustness against disturbances and uncertainties in the model. Additionally, the use of sliding 

surfaces guides the system to a desired state independently of disturbances, maintaining reasonable 

performance even in the presence of unpredictable or unmodeled disturbances, which is often 

challenging with other approaches. One of the reasons guiding us to choose SMC is that SMC control 

can often be implemented relatively simply. Moreover, SMC generally aims to bring the system onto 

a specifically fast trajectory, offering rapid response times. In summary, SMC is preferred in 

situations where robustness against disturbances is crucial, and simplicity of implementation is 

important [20]-[22].  

Control of a nonlinear system is also enhanced by AI approaches, such as Reinforcement 

Learning (RL) [23]-[25]. RL improves PMSM control without using controllers with highly complex 

mathematical equations. This approach doesn't require knowledge of the mathematical model of the 

system to be controlled. [26] In this article, RL replaces Proportional-Integral (PI) control in the 

internal current loop (𝑖𝑑 𝑎𝑛𝑑 𝑖𝑞) to achieve robust control. RL interacts with the environment, 

sending actions to the system. If the action is good, the RL agent receives a reward; otherwise, a 

penalty is given. Fuzzy logic [27], neuro-fuzzy control [28], Particle Swarm Optimization (PSO) 

[29], [30], and Genetic Algorithm (GA) [31], [32] are also used. A combination of these algorithms 

with the classic PI controller has made the control of a nonlinear system robust against disturbances, 

uncertainties, and nonlinearities within the system. 

Control can also be improved by heuristic algorithms like the ACO algorithm, inspired by the 

social behavior of ants laying pheromones on the ground to find an optimal path. ACO uses a similar 

principle to solve optimization problems [33], [34]. In this article, the SMC acts on the speed and 

current loops by canceling the error between reference and measured values. The speed loop sends 

the reference electromagnetic torque to the ACO algorithm to generate reference currents (𝑖𝑑𝑟𝑒𝑓 and 

𝑖𝑞𝑟𝑒𝑓) for the current loop, optimizing PMSM control. 

In the literature, ACO has effectively optimized the optimal parameters of controllers for stable 

and precise output. Various articles demonstrate the combination of ACO and SMC. For example, in 

[35], SMC is combined with a conventional PI controller whose parameters are determined by ACO. 

Similar ideas are applied in [36] with FOC and SMC, and in [37] and [38], where ACO optimizes 

SMC parameters. [39] shows the efficiency of the ACO_SMC application compared to the GA_SMC 

approach. [40] This paper initiated the control of the PMSM using SMC with a non-zero direct 

reference current and also the addition of an equivalent control to reduce chattering, this paper aims 

is to generate direct and quadratic reference currents from the reference torque while minimizing the 

absorbed current using an analytical method. 

Increasingly, research focuses on minimizing losses during the operation of an electrical drive, 

such as Joule losses caused by absorbed current, to save electrical energy. For certain applications, 
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the design criterion is based on minimal loss to achieve high efficiency and energy autonomy, as 

seen in electric cars or autonomous aircraft. Notations and symbols can be seen in Table 1. 

The objective of this work is to generate optimal reference currents using the ACO algorithm 

without relying on mathematical calculations to optimize PMSM performance and reduce energy 

consumption. To develop our article, the paper is organized as follows: Method is presented in 

Section 2, Section 3 gives the results and Section 4 concludes. 

 Notations and symbols 

𝜔 Rotor speed 

𝜔_𝑟𝑒𝑓 Rotor speed referential 

𝐶_𝑀, 𝐶_𝑟 Electromagnetic and load torques 

𝑣_𝑑, 𝑣_(𝑞    ) Direct and quadratic stator voltages 

𝑖_𝑑, 𝑖_(𝑞 ) Direct and quadratic stator currents 

𝑇𝑑, 𝑇𝑞 Direct and Quadratic time constants 

𝑃𝐼𝐿 Processor in the Loop 

𝐶𝐶𝑆 Code Composer Studio 

𝑅𝑠 Stator resistance 

𝐿𝑑, 𝐿𝑞 Direct and quadratic inductances 

𝐽, 𝑓 Inertia and coefficient of friction 

𝐼𝑇𝐴𝐸 Integral of Time and Absolute Error 

𝜓_𝑚 Permanent magnet flux 

𝑝 Number of pairs of magnetic poles 

2. Method 

 PMSM Model 

The diagram in Fig. 1 illustrates the different phases of PMSM modeling. 

 

Fig. 1. PMSM model diagram 

To control PMSM, it is very useful to develop a mathematical model to accurately describe its 

behavior. The model is described in a rotating d-q reference frame, with the state representation 

containing two state variables, namely the direct and quadrature stator currents (𝑖𝑑 𝑎𝑛𝑑 𝑖𝑞), and a 

third variable which is the angular velocity ω. 
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Its electromagnetic state modulus is given by equation (3): 
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The mechanical equation of the PMSM is: 

 
𝑑ω
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The electromagnetic torque is expressed as follows: 

 𝐶𝑀 =
3𝑝

2
(𝜓𝑚𝑖𝑞 + (𝐿𝑑 − 𝐿𝑞)𝑖𝑑𝑖𝑞) (5) 

Its equation of state equation (6) is deduced from equations (3), (4) and (5). 
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 Sliding Mode Control of the Permanent Magnet Synchronous Motor 

SMC is insensitive to external disturbances and variations in internal parameters, but it is 

essential to reduce chattering. We will replace a sign function with a hyperbolic tangent function to 

reduce chattering. The use of the sign function leads to certain consequences such as abrupt 

transitions, i.e., rapid oscillations around the reference value, and poor quality of control signals and 

absorbed currents. Since the sign function is abrupt as shown in Fig. 2, it can make the system 

sensitive to disturbances. A justification using MATLAB is provided in the simulation section.  

 

Fig. 2. Sign function and hyperbolic tangent 

Fig. 3 contains two SMC loops, a speed loop and a current loop cascaded with a generator of 

the referential currents 𝑖𝑑𝑟𝑒𝑓 𝑎𝑛𝑑 𝑖𝑞𝑟𝑒𝑓, which is controlled by ACO algorithm. 
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Fig. 3. Control system block diagram 

We propose to divide the control synthesis into two stages, the first having slow dynamics 

(speed) and the other fast dynamics (current) in order to simplify the calculation of the control law. 

2.2.1. Speed Loop 

We are currently in the first synthesis stage, which is speed control aimed at determining the 

control law𝐶𝑀𝑟𝑒𝑓. Firstly, we define the error 𝑒𝑣between the speed ω and the re erence speed  ω𝑟𝑒𝑓      

 𝑒𝑣 = ω −ω𝑟𝑒𝑓 (7) 

The sliding mode surface is governed by the following equation: 

 𝑠 = 𝑒𝑣 = ω−ω𝑟𝑒𝑓 (8) 

Its derivative is expressed by equation (9): 

 �̇� = �̇�𝑣 = ω̇ − ω̇𝑟𝑒𝑓 (9) 

We introduce the term of control. 

 �̇� = �̇�𝑣 = −𝐾1𝑠𝑖𝑔𝑛(𝑒𝑣) (10) 

We take the positive Lyapunov candidate function 𝑉1, its derivative is negative for 𝐾1greater 

than 0, which satisfies the stability condition. 

 𝑉1 =
1

2
𝑒𝑣
2 > 0 → �̇�1 = −𝐾1𝑒𝑣𝑠𝑖𝑔𝑛(𝑒𝑣) < 0 (11) 

We then conclude the control law, from equations (9), (10) and (12) we can derive 𝐶𝑀𝑟𝑒𝑓 

 ω̇ = −
1

𝑇𝑚
ω +

𝐶𝑀
𝐽
−
𝐶𝑟
𝐽

 (12) 

 𝐶𝑀𝑟𝑒𝑓 = 𝐽(−𝐾1𝑠𝑖𝑔𝑛(𝑒𝑣) +
ω

𝑇𝑚
+
𝐶𝑟
𝐽
+ ω̇𝑟𝑒𝑓) (13) 
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We pose 

 𝐺 =
1

𝐽
; 𝐹 = −

ω

𝑇𝑚
−
𝐶𝑟
𝐽

 (14) 

Then the control law is expressed by equation (15): 

 𝐶𝑀𝑟𝑒𝑓 = 𝐺
−1(−𝐾1𝑠𝑖𝑔𝑛(𝑒𝑣) − 𝐹 + ω̇𝑟𝑒𝑓) (15) 

By applying the integration of equation (10), we deduced the response time, which is expressed 

by equation (16). 

 𝑡𝑟𝑣 =
|𝑒𝑣(0)|

𝐾1
 (16) 

From a speed response time 𝑡𝑟𝑣=100ms that we set, we were able to calculate the speed 

controller parameter, however, for an initial speed of 100 rad/s, the control parameter 𝐾1 is calculated 

as follows: 

 𝐾1 =
|𝑒𝑣(0)|

𝑡𝑟𝑣
= 1000 (17) 

2.2.2. Current Loop 

We used the current loop to determine the control law U. This current loop is faster than the 

speed loop. We pose. 

 𝑋𝑖 = [
𝑖𝑑
𝑖𝑞
] ;  𝑋𝑖𝑟𝑒𝑓 = [
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𝑣𝑑
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] (18) 

With current error  

 𝐸𝑖 = 𝑋𝑖 − 𝑋𝑖𝑟𝑒𝑓 (19) 

The equation that expresses the electromagnetic modulus of state is: 

 �̇�𝑖 =

[
 
 
 
 −

1

𝑇𝑑
𝑖𝑑 + 𝑝ω

𝐿𝑞
𝐿𝑑
𝑖𝑞

−𝑝ω
𝐿𝑑
𝐿𝑞
𝑖𝑑 −

1

𝑇𝑞
𝑖𝑞 − 𝑝ω𝜓𝑚

1

𝐿𝑞]
 
 
 
 

+

[
 
 
 
 
1

𝐿𝑑
0

0
1

𝐿𝑞]
 
 
 
 

𝑈 (20) 

We pose 
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  𝐵 =
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Equation (20) becomes: 
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 �̇�𝑖 = 𝐴 + 𝐵𝑈 (23) 

The derivative of the current error:  

   �̇�𝑖 = �̇�𝑖 − �̇�𝑖𝑟𝑒𝑓 (24) 

We introduce the term of control. 

 �̇�𝑖 = 𝐴 + 𝐵𝑈 − �̇�𝑖𝑟𝑒𝑓 = −𝐾2𝑠𝑖𝑔𝑛(𝐸𝑖) (25) 

With 

 𝐾2 = [
𝐾𝑑 0
0 𝐾𝑞

]   ;    𝑠𝑖𝑔𝑛(𝐸𝑖) = [
𝑠𝑖𝑔𝑛(𝑖𝑑 − 𝑖𝑑𝑟𝑒𝑓)

𝑠𝑖𝑔𝑛(𝑖𝑞 − 𝑖𝑞𝑟𝑒𝑓)
] (26) 

The Lyapunov candidate function ensures stability when its derivative is negative, so all the 

coefficients of the 𝐾2 matrix must be positive. 

 𝑉2 =
1

2
𝐸𝑖
𝑇𝐸𝑖 > 0 → �̇�2 = −𝐸𝑖

𝑇𝐾2𝑠𝑖𝑔𝑛(𝐸𝑖) < 0 (27) 

The control law is given by equation (28): 

   𝑈 = 𝐵−1(−𝐾2𝑠𝑖𝑔𝑛(𝐸𝑖) − 𝐴 + �̇�𝑖𝑟𝑒𝑓) (28) 

Using a response time of 10ms, which is less than the speed, and a current of 10A, we obtained 

the coefficients 𝐾𝑑 and 𝐾𝑞: 

 𝐾𝑑 = 𝐾𝑞 =
|△ 𝑖𝑑|

𝑡𝑟𝑐
=
|△ 𝑖𝑞|

𝑡𝑟𝑐
 (29) 

The parameters 𝐾1, 𝐾𝑑 , 𝐾𝑞 are deduced based on a desired settling time. However, for very fast 

control, the parameters (𝐾1, 𝐾𝑑 , 𝐾𝑞 ) have larger values, which results in an increase in chattering. 

 Ant Colony Optimization  

2.3.1. Description 

ACO is a computer technique based on the behavior of ants during the search for food, the 

communication between ants is done in an indirect way by means of a chemical substance called 

pheromone [41]. The pheromone is used to show the shortest route between the food source and their 

nest, and along this route, the pheromone is increasingly deposited on the shortest route to the food, 

and the pheromone is vaporized to prevent other ants from taking another route [42].   

This technique is used to have global optimizations of complex problems. Dorigo was the first 

to develop the ACO algorithm, since then, this technique has been improved over time, the ACO can 

be combined with other methods so that it can be improved [43]-[45]. The probability that an ant k 

located at node i will choose to go to another node in the network is given by the following relation: 

  𝑃𝑖𝑗
𝑘 {

(𝜏𝑖𝑗
𝑘 )𝛼 (𝜂𝑖𝑗

𝑘 )𝛽

∑ (𝜏𝑖𝑙
𝑘)𝛼𝑙𝜖𝑁𝑖

𝑘 (𝜂𝑖𝑙
𝑘)𝛽  

0

            
𝑖𝑓 𝑗𝜖𝑁𝑖

𝑘

𝑖𝑓 𝑗 ∉  𝑁𝑖
𝑘 (30) 

𝜏𝑖𝑗
𝑘  Presents pheromone levels, denominator is a summation to account for all possible cases, 

𝑁𝑖
𝑘 the set of possible trails for an ant k when in node i. α, β are para eters that in luence the 

phero one evaporation process and the behavior o  ants, such as α ai s to control the i portance o  

the a ount o  phero one by ants when they choose their next step. β controls the i portance o  the 
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heuristic (information about the proble ) when ants choose the next step. A high value o  α gives 

 ore weight to the  uantity o  phero one, and a high value o  β gives  ore weight to heuristic 

in or ation, as well as  or low value o  α  eans that ants are less in luenced by pheromone and are 

likely to explore new paths.  

Si ilarly, a low value o  β  eans that ants rely  ore on in or ation.  he choice o  α, β depends 

on the speed at which we want the ants to converge to an optimal solution, and the two values attempt 

to balance between exploration and exploitation. 𝜂𝑖𝑗
𝑘 represents heuristic information (visibility) [46]. 

ρ Represents the percentage o  phero one vaporization (evaporate rate).  

 𝜏𝑖𝑗  ⃪(1 − 𝜌)𝜏𝑖𝑗  𝑎𝑣𝑒𝑐  0≤𝜌≤1 (31) 

Pheromone levels are updated when ants have just crossed the path. 

 𝜏𝑦 ⃪𝜏𝑦 +∑∆𝜏𝑦
𝑘        𝑎𝑣𝑒𝑐 ∆𝜏𝑖𝑗

𝑘 =
1

𝐶𝑘

𝑚

𝑘=1

 (32) 

𝐶𝑘is associated with the reward of ant k for choosing this path. We used ACO to have 𝛽1 and 

𝛽2 which give optimal performance and minimal error [47]. 

 𝐼𝑇𝐴𝐸 =  ∫ 𝑡|𝐸|𝑑𝑡

𝑡

0

 (33) 

For an ant k in a population N, the coefficients 𝛽1 and 𝛽2 for an optimal solution are in the 

interval [lb, ub] that we divide at steps, the smaller the steps the more optimal the solution, but the 

calculation time becomes longer. ζ represents a para eter introduced to reinforce pheromone when 

ants approach optimal solutions [48]. 

2.3.2. Procedure 

[49] Step 1: Initialize the phero one τ, all discrete values have the sa e phero one values. 

Step 2: Calculate the probability. 

 𝑝𝑗
𝑘 = 

𝜏𝑗
∑ 𝜏𝑗
𝑚
𝑗=1

 (34) 

Step 3: Find the cumulative probability ranges associated with different discrete values 

according to their probability. Step 4: N random numbers each included in the interval (0,1), one for 

each ant. Step 5: Pheromone update: after determining 𝛽1and 𝛽2 for each ant, the best value is 

calculated 𝑓𝑏𝑒𝑠𝑡 and also the bad value 𝑓𝑤𝑜𝑟𝑠𝑡, then the pheromone must be added for the best value. 

           𝜏𝑗
𝑛𝑒𝑤 = 𝜏𝑗

𝑜𝑙𝑑 + ∑∆𝜏𝑗
(𝑘)

𝑘

 (35) 

For values with poor results, we have to decrease the pheromone 

   𝜏𝑗
𝑛𝑒𝑤 = (1 − 𝜌)𝜏𝑗

𝑜𝑙𝑑 (36) 

We repeat this procedure for several iterations.  

 Estimating the Resistive Torque 

[50] In order to have a more rigorous control, it is mandatory to introduce the load torque, 

however, this torque is not measurable, so the design of a load torque observer is necessary to send 

the observed values back to the controller, the variables are selected as follows: 



196 
International Journal of Robotics and Control Systems 

ISSN 2775-2658 
Vol. 4, No. 1, 2024, pp. 188-216 

 

 

Adil Najem (Experimental Validation of the Generation of Direct and Quadratic Reference Currents by Combining 

the Ant Colony Optimization Algorithm and Sliding Mode Control in PMSM using the Process PIL) 

 

 𝑥 = [
ω
𝐶𝑟
] ; 𝑈 = 𝐶𝑀; 𝑦 = ω (37) 

The general form of state space: 

 {
�̇� = 𝐴𝑥 + 𝐵𝑈 
𝑦 = 𝐶𝑥 + 𝐷𝑈

 (38) 

Where A, B, C, D are matrices that depend on the PMSM parameters. 

 

{
 
 

 
 
[
ω̇
𝐶�̇�
] = [

−𝑓

𝐽

−1

𝐽
0 0

] [
ω
𝐶𝑟
] + [

1

𝐽
0

]𝐶𝑀

𝑦 = [1 0] [
ω
𝐶𝑟
]                          

 (39) 

We follow equation (40) for the observer design: 

  {
�̇� = 𝐴𝑥 + 𝐵𝑈 + 𝐿(𝑦 − �̂�)
�̂� = 𝐶𝑥                                  

 (40) 

With 

 𝐿 = [
𝐿1
𝐿2
] (41) 

Replacing (39) in (40) gives (42): 

 {
ω̇̂ =  

1

𝐽
(𝐶𝑀 − 𝐶�̂� − 𝑓ω̂ + J𝐿1(ω − ω̂))

𝐶�̂�
̇ = 𝐿2(ω − ω̂)                                      

 (42) 

We have taken the eigenvalues of the matrix [
−
𝑓

𝐽
− 𝐿1 −

1

𝐽

−𝐿2 0
] less than 0, so that the load torque is close 

to the actual value: 

 [𝜆𝐼 − [

−𝑓

𝐽
− 𝐿1

−1

𝐽
−𝐿2 0

]] = 0 (43) 

 
𝜆2 + (

𝑓

𝐽
+ 𝐿1)𝜆 −

𝐿2
𝐽
= 0 (44) 

We take 𝛼1𝑎𝑛𝑑 𝛼2 two negative eigenvalues satisfy the following equation: 

 𝜆2 − (𝛼1 + 𝛼2)𝜆 + 𝛼1𝛼2 = 0 (45) 

From equations (44) and (45) we deduce 𝐿1and 𝐿2. 

  𝐿1 = −(𝛼1 + 𝛼2 +
𝑓

𝐽
) (46) 

 𝐿2 = −(𝛼1𝛼2𝐽) (47) 

The coefficients 𝛼1𝑎𝑛𝑑 𝛼2 are adjusted so that the value of the load speed and torque are close 

to the actual value. 
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 Generating References Currents 

There are several criteria for generating the referential currents 𝑖𝑑𝑟𝑒𝑓 and 𝑖𝑞𝑟𝑒𝑓, the simplest 

being to cancel the idref current to make the referential electromagnetic torque proportional to  𝑖𝑞𝑟𝑒𝑓. 

Another example of a criterion cited in this article [40] is the generation of the two currents 𝑖𝑑𝑟𝑒𝑓 

and 𝑖𝑞𝑟𝑒𝑓based on the criterion of minimizing the absorbed current. The authors defined the 

relationships that link 𝑖𝑑𝑟𝑒𝑓 and 𝑖𝑞𝑟𝑒𝑓to the referential electromagnetic torque while respecting the 

criterion cited (the minimum current). The AM method used in this article consists of replacing the 

torque expression with a simplified expression (48). 

 𝛾 = 𝑦(1 − 𝑥) (48) 

With 

 𝛾 = 𝐶𝑀𝑟𝑒𝑓
2(𝐿𝑞 − 𝐿𝑑)

3𝑝𝜓𝑀
2   ; 𝑥 =

𝐿𝑞 − 𝐿𝑑
𝜓𝑀

𝑖𝑑  ; 𝑦 =
𝐿𝑞 − 𝐿𝑑
𝜓𝑀

𝑖𝑞 (49) 

From the derivation operation, we determine the relationships between the referential currents 

and the torque to obtain the minimum absorbed current. 

 𝑧2 = 𝑥2 + 𝑦2 (50) 

 𝑑𝑧2

𝑑𝑥
= 0 → 𝛾2 = −𝑥(1 − 𝑥)3 

(51) 

 𝑑𝑧2

𝑑𝑦
= 0 → 𝛾 =

𝑦

2
(1 + √1 + 4𝑦2 

(52) 

So, we can derive the approximate expressions (53) and (54) from the instruction 𝑝𝑜𝑙𝑦𝑓𝑖𝑡 of 𝑀𝑎𝑡𝑙𝑎b. 

 𝑖𝑑𝑟𝑒𝑓 = −0.006𝐶𝑀𝑟𝑒𝑓
2  (53) 

 𝑖𝑞𝑟𝑒𝑓 = 0.4𝐶𝑀𝑟𝑒𝑓 (54) 

For our paper, we will respect the same generation criterion (the minimum current), using the 

ACO algorithm. Equation (5) shows that the electromagnetic torque is not proportional to 

𝑖𝑑𝑟𝑒𝑓 𝑎𝑛𝑑 𝑖𝑞𝑟𝑒𝑓. Our idea is to determine the two gains, which allow us to give for each referential 

electromagnetic torque a current 𝑖𝑑𝑟𝑒𝑓 𝑎𝑛𝑑 𝑖𝑞𝑟𝑒𝑓, which translates into two equations (55) and (56): 

 𝑖𝑑𝑟𝑒𝑓 = −𝛽1𝐶𝑀𝑟𝑒𝑓 (55) 

 𝑖𝑞𝑟𝑒𝑓 = 𝛽2𝐶𝑀𝑟𝑒𝑓 (56) 

ACO algorithm : 

• Initialize the number of ants. 

• Define the search space containing the possible solutions [a, b], which will be as large as 

possible; for our article we have chosen it between 0 and 1000. 

• We have taken a step h of 0.001 to obtain an optimal solution, although the calculation time is 

long. 

• Initialize all discretized values to the same pheromone value τ which is 1. 

• Calculate the probability for each discrete variable (34). 
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• On the basis of the probabilities of different discrete values, find the cumulative probability 

range associated with them. 

• Generate N random numbers from 0 to 1, using this value to determine the discrete value 

included in    the search space [a, b].  

• Replace the discrete values in the system to be controlled in order to calculate the ITAE error, 

in our case the absolute peak value of the absorbed current must be compared with the value 0, 

in order to verify the imposed condition of having a minimum absorbed current, we must also 

compare the speed of the motor with the reference speed 100rad/s. 

• Determine the best value 𝑓𝑏𝑒𝑠𝑡 and the worst value 𝑓𝑤𝑜𝑟𝑠𝑡  for each ant, strengthen the pheromone 

for the best value (35) and weaken the pheromone for the worst value (36). 

• The algorithm ends after a number of iterations. 

Fig. 4 illustrates the strategy of the ACO algorithm for determining the coefficients 𝛽1𝑎𝑛𝑑𝛽2 in 

order to achieve an optimal solution. Indeed, ACO tests all possible combinations of 𝛽1, 𝛽2 and 

selects the best combination. Translates the algorithm shown in Fig. 5. 

 

Fig. 4. Graphical of ACO tuning coefficients 

After training in MATLAB, we were able to obtain both gains while meeting the minimum 

current criterion. 

 β_1= 0.102 (55) 

 𝛽2 = 0.445 (56) 

 

 Simulation and Discussion 

In this section, we focus on the Software-in-the-Loop (SIL) technique where the control 

operation runs on MATLAB. This is a preliminary step before moving to the Processor-in-the-Loop 

(PIL) technique. The goal of this part is to test our controller before transferring it to real hardware 

(LaunchX F28069M) while checking chattering as well as speed estimation and load torque. 

We set the reference speed to 100 rad/s, and the load torque varies from 0 to 10 Nm at t=0.25s. 

This part shows the behavior of the SMC controller associated with the ACO algorithm, generating 

reference currents while respecting the condition of having minimal absorbed current, and comparing 

ACO with AM. 

2.6.1. Reduced Chattering 

At the beginning, we will verify chattering using the sign function in the SMC control law. Fig. 

6 and Fig. 7 reveal the oscillations of speed and torque around the reference. Fig. 8, Fig. 9, and Fig. 

10 show the poor quality of control signals and absorbed currents. Consequently, there is a need to 

implement solutions to reduce chattering. To address this chattering issue, we will replace the sign 

function with hyperbolic tangent. The figures show a significant reduction in chattering, along with 
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precise and stable signals. Fig. 11 and Fig. 12 show the reduction of ripples; indeed, the speed and 

torque stabilize around the operating point. 

 

Fig. 5. Flowchart for ACO algorithm 

 

Fig. 6. Speed response by MATLAB/Simulink 

 The Fig. 13, Fig. 14 and Fig. 15 illustrates the quality of control signals for normal operation, 

including currents that do not contain fluctuations that could disturb the control of the PMSM. 
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Fig. 7. Torque response by MATLAB/Simulink 

 

Fig. 8. Control signals response by MATLAB/Simulink 

 

Fig. 9. Stators currents response by MATLAB/Simulink 

2.6.2. Speed and Torque Estimator 

The purpose of the estimator is to provide accurate estimates of the motor's speed and load 

torque. It should be able to quickly track changes in speed and torque. To closely examine our 

estimator, we will compare the actual motor speed with the estimated speed, and similarly for the 

torque. 
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Fig. 10. Stators currents response by MATLAB/Simulink 

 

Fig. 11. Speed response by MATLAB/Simulink 

 

Fig. 12. Torque response by MATLAB/Simulink 

The Fig. 16 and Fig. 17 demonstrate the accurate estimation of speed and torque. The actual 

values match the estimated values except during transition point. This is achieved through eigenvalue 

tuning using a trial-and-error method. 

The speed and torque estimator provides accurate information that is then utilized by the control 

regulator to adjust commands and optimize the performance of the PMSM. By using an estimator in 

a control system instead of a speed sensor, which can be costly to install and maintain, the system 

costs and complexity can be reduced while still providing acceptable performance. Sometimes, a 

combination of a speed sensor and an estimator can be employed to enhance the reliability and 

robustness of the system. 
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Fig. 13. Control signals response by MATLAB/Simulink 

 

Fig. 14. Stators currents response by MATLAB/Simulink 

 

Fig. 15. Stators currents response by MATLAB/Simulink 
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Fig. 16. Speed estimation by MATLAB/Simulink 

 

Fig. 17. Torque estimation by MATLAB/Simulink 

3. Results and Discussion 

We started with the SIL process, which requires execution in a simulated environment 

(MATLAB), as well as configuring simulation parameters such as initial conditions, a sampling time 

of 100μs, and simulation inputs to attempt simulation under real conditions. Once the simulation is 

validated, we automatically generate Simulink code for real hardware such as the DSP LaunchX 

F28069M designed by Texas Instruments. DSP is a platform based on the C28x architecture, 

providing a combination of computing power and integrated peripherals. It is equipped with 

connectors that facilitate integration into various systems. 

The next step is the PIL process, a development methodology that allows testing the controller 

on real hardware while leveraging the Simulink environment (inverter and PMSM) Fig. 18. 

The PIL process is implemented with the DSP LaunchX F28069M through the following steps: 

• Configure the development environment, including the installation of software provided by 

Texas Instruments, such as Code Composer Studio (CCS). 

• Select the hardware configuration panel and then the development board, choosing options and 

configuring SCI mode externally (serial communication) Fig. 19. 

The serial communication between the PC and DSP was done via a USB port with a fixed 

transmission speed of 921600 bps. For smoother communication, a MATLAB script is added, as 

shown in the Fig. 20. Modulation and sampling frequencies are set at 10 kHz. 𝑓𝑃𝑊𝑀 = 𝑓𝑆𝑀𝑃 =
10𝐾𝐻𝑧 → 𝑇𝑆𝑀𝑃 = 100𝜇𝑠 
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Fig. 18. Architecture for controlling the PMSM-PIL application 

 

 

 

 

Fig. 19. Setting parameters for the PIL stage of the PMSM control system 

 

Fig. 20. Serial communication parameters in MATLAB 



ISSN 2775-2658 
International Journal of Robotics and Control Systems 

205 
Vol. 4, No. 1, 2024, pp. 188-216 

  

 

Adil Najem (Experimental Validation of the Generation of Direct and Quadratic Reference Currents by Combining 

the Ant Colony Optimization Algorithm and Sliding Mode Control in PMSM using the Process PIL) 

 

Through the scheme described in the Fig. 21 and for a speed reference of 100 rad/s and a load 

torque ranging from 0 to 10 Nm at 0.25s, as well as the PMSM motor with characteristics mentioned 

in Table 2, we can begin the PIL process.  

 

Fig. 21. Processor-in-Loop (PIL) implementation Set-up 

 Machine parameters 

Parameter Value 

Rated output power 1500 𝑊 

Rated load torque 10 𝑁𝑚 

Rated speed 1500 𝑟𝑝𝑚 

Rated voltage 220/380𝑉 

Resistance 𝑅𝑠 2.5 𝛺 

Direct inductance 𝐿𝑑 0.025𝐻 

Quadratic inductance 𝐿𝑞 0.075𝐻 

Moment of inertia 𝐽 0.01 𝑘𝑔. 𝑚2 

Coefficient of friction 𝑓 0.002 𝑁.𝑚. 𝑠/rad 

Time constants 𝑇𝑑 0.01 𝑠 
Time constants 𝑇q 0.03 𝑠 

Mechanic time constant 𝑇𝑚 5 𝑠 

 

Fig. 22 showing the speed evolution using the ACO algorithm and the AM method as described 

in [40]. Both approaches meet the 100 ms speed loop response time, exhibit good precision, and have 

low overshoot, less than 1.2% for both methods, as confirmed by Table 3. 

In practical terms, it is crucial to have both low overshoot and a shorter response time to ensure 

that the system reaches a stable state without excessive oscillations. This is essential for maintaining 

stability and precision. A quick response enables the system to adapt rapidly to real-time setpoint 

changes, ensuring optimal performance. The combination of a shorter response time and low 

overshoot contributes to better precision and reduces vibrations in mechanical systems, ultimately 

enhancing system longevity. 

Fig. 23 illustrates the three phases: during start-up, the difference between the electromagnetic 

torques for the two approaches is almost 1Nm. The torques remain constant because the speed 

variations are entirely constant during this start-up phase. After the end of the start-up phase, the 

oscillation is less undulating (reduced chattering). This is due to the hyperbolic tangent function in 

the sliding mode control, which replaces the sign function. Indeed, chattering is a phenomenon that 
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must be eliminated as it leads to additional losses in the motor, such as losses due to Foucault currents 

and hysteresis losses. A reduction in these losses results in a decrease in electrical energy 

consumption and improved performance. chattering introduces disturbances in the operation, causing 

the output to oscillate around its reference, reducing its ability to effectively follow the setpoint. 

Another drawback sometimes problematic in certain applications introduced by chattering is the 

noise and vibrations in the motor. In the second and third phases, the load torque increases from 0 to 

10Nm, the two approaches are similar. 

 

Fig. 22. Speed response by PIL 

 Comparative analysis using ACO and AM  

Method 

Time and Peak Overshoot  

Rise Time 

tr (sec) 
Peak overshoot  

MP (%) 
Peak Time 

tp (sec) 
Settling Time 

ts (sec) 
AM 0.084 0.7 0.11 0.1 

ACO 0.075 1.1 0.1 0.094 

 

 

Fig. 23. Torque response by PIL  

According to equation (5), the torque is not proportional to the direct and quadratic currents, 

which makes control less easy than in the case where the direct current is zero. Both approaches 

(ACO and AM) have made the torque proportional to the quadratic current, since the current and 

torque curves have the same shapes (Fig. 23 and Fig. 24). Fig. 25 and Fig. 26 show the stator currents 

for the two approaches, during the start-up phase the peak values of the currents for the ACO 

algorithm are between 4.5 and 4.6A, these values are very close to the values for the AM method, 

which vary between 4.2 and 4.4A. 
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Fig. 24. Iq- current response by PIL 

For no-load operation, ACO has proven to be more efficient than AM, as the maximum current 

values for ACO are lower than those for AM. This is because ACO is an algorithm that seeks to find 

the best solution in a complex search space, it can dynamically adapt to a changing environment, and 

operating conditions can vary according to load. In the case of no-load operation, the load torque is 

zero, making the optimization environment less complex. The ACO was able to better optimize 

absorbed currents, this is down to the choice o  α and β, which  ust balance between exploration 

and operation. We chose α=1 to rein orce the phero one,  eaning ants don't explore other paths, 

and β=0 to be cautious o  solutions. Adjusting α and β is a di  icult tas . After the load torque was 

increased from 0 to 10Nm, the currents are similar for both ACO and AM. 

 

Fig. 25. Stators currents response by PIL of AM 

To test the ACO algorithm solution, we took different speed reference values such as 50rad/s 

and -100rad/s at t=0.35s and also a load torque varying between 5 and 10Nm at t=0.25s. Fig. 27 

shows the evolution of the speed using the ACO algorithm and also using the analytical method to 

reach a speed of 50rad/s with a load torque of 5Nm. The speed loop response time is 50 ms, divided 

by 2, because the initial speed is 50rad/s and the sliding mode parameters have not changed. At 

t=0.25s, the torque has increased to 10Nm, and both approaches have followed the reference 

identically, for both speed and electromagnetic torque. For t=0.35s, the speed reference is -100 rad/s, 

the motor speed decreases to catch up with the reference, both methods followed the speed and torque 
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reference in a similar way as also shown in Fig. 28, at start-up the torque is not constant, since the 

speed variations are not as constant. 

 

Fig. 26. Stators currents response by PIL of ACO 

 

Fig. 27. Speed response by PIL 

The relationship between the 𝐶𝑀𝑟𝑒𝑓 couple and the reference currents (𝑖𝑑𝑟𝑒𝑓𝑎𝑛𝑑 𝑖𝑞𝑟𝑒𝑓) is not 

linear; therefore, the simplest solution to optimize control is to have a zero direct reference current, 

resulting in a couple proportional to the quadratic current. The motor resembles a direct current 

machine, and this is referred to as artificial decoupling. 

In this article, ACO was able to make the couple proportional to the quadratic current, as shown 

in Fig. 29, and also to the direct current. In other words, for each 𝐶𝑀𝑟𝑒𝑓, there is a known 𝑖𝑑𝑟𝑒𝑓 in a 

simpler way to modify the magnetic field strength produced by the motor's permanent magnets. The 
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same applies to 𝑖𝑞, which regulates the output torque based on application requirements. This can be 

developed through an algorithm to enhance control. 

 

Fig. 28. Torque response by PIL 

 

Fig. 29. Iq- current response by PIL 

In Fig. 30 and Fig. 31, the stator currents are identical for both approaches, except when the 

reference speed is changed from 50rad/s to -100rad/s. During this phase, control by the ACO 

algorithm generated lower absorbed currents than AM. ACO meets the criterion of generating direct 

and quadratic referential currents (minimum current) more efficiently than the analytical method. 

In this section, we will assess the robustness of two approaches, ACO_SMC and AM_SMC, in 

a scenario where the engine parameters have increased by 50%,  such as 𝐿𝑑 =  0.0375𝐻, 𝑅𝑠 =
 3.75 𝛺, 𝐿𝑞 =  0.1125𝐻, 𝑓 =  0.003 𝑁.𝑚. 𝑠/𝑟𝑎𝑑, 𝐽 =  0.015 𝑘𝑔.𝑚2, to closely resemble 

practical conditions and demonstrate the effectiveness of AI combined with SMC. Maintaining a 

consistent reference speed of 100 rad/s, the load torque varies from 0 to 10 Nm, with the addition of 

random noise ranging between -0.5 and 0.5 Nm. 

Fig. 32 and Fig. 33 demonstrate that the AM_SMC approach could not track speed and torque 

references between instants 0.1 and 0.18s. Additionally, the speed and torque had very high values 

that could deteriorate the PMSM. In contrast, the combination of the two approaches, SMC and ACO, 
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showed efficiency and robustness in the face of disturbances and uncertainties. Table 4 reinforces 

the efficiency with statistics showing the speed of the ACO_SMC approach and a low increase in 

overshoot and a decrease in response time. 

 

Fig. 30. Stators currents response by PIL of AM 

 

Fig. 31. Stators currents response by PIL of ACO 

The PMSM experienced a current peak that exceeded ten times the nominal current value when 

controlled by AM_SMC, as shown in Fig. 34. This has a negative effect on the motor. On the other 

hand, the current absorbed using ACO_SMC did not change even if the parameters underwent a 50% 

increase, and noise was added to the load torque, as illustrated in Fig. 35. 

In summary, the AM approach generally involves using mathematical equations to solve a 

problem or models to find an exact solution. AM can be effective for well-defined problems but not 

for complex problems, unlike AI, which has demonstrated its simplicity and effectiveness in finding 

solutions to certain complex problems. 

The ACO_SMC approach can be generalized to a wider range of operating conditions; however, 

ACO must be trained to have more relevant data on the new solution. The most challenging part of 

the ACO algorith  is the choice o  α and β to achieve better per or ance. We are considering using 

meta-reinforcement learning, which is an extension of RL. In meta-reinforcement learning, the agent 
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aims to learn how to perform a task more efficiently and possibly other similar tasks. This means that 

the agent adjusts its learning algorithm based on past experiences to enhance its ability to adapt to 

new environments. The mode of experimental work is shown in Fig. 36. 

 

Fig. 32.   Speed response by PIL 

 

Fig. 33. Torque response by PIL 

 

Fig. 34. Stators currents response by PIL of AM 

Zoom 
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 Analysis Using ACO 

Method 

Time and Peak Overshoot 

Rise Time 

tr (s) 
Peak overshoot  

MP (%) 
Peak Time 

tp (s) 
Settling Time 

ts (s) 
ACO 0.0442 3.4 0.06 0.056 

 

 

Fig. 35. Stators currents response by PIL of ACO 

  

Fig. 36. Experimental work illustration 

4. Conclusion 

This study demonstrated the effectiveness of the ACO algorithm in optimizing the control of 

the PMSM, particularly in managing its nonlinearities, such as the nonlinearity between the reference 

torque and the reference currents, without relying on mathematical formulas or a defined model. 

While AM imposed simplified expressions to solve the nonlinearity between torque and reference 

currents, which is challenging for a complex or undefined system to find the most appropriate 

equation, ACO's optimization principle is based on experiments verifying combinations to achieve 

the best solutions. 

Both approaches showed low overshoots, with 1.1% for ACO and 0.7% for AM. Regarding 

response time, AM was 0.1s, while ACO was 0.094s. ACO garnered more interest compared to AM 

when the PMSM parameters experienced a 50% increase and additional noise was added to the load 

torque. ACO demonstrated a small overshoot increase (2.3%), a shorter response time (0.056s), and 

minimal absorbed currents. In contrast, AM revealed current spikes exceeding ten times the nominal 
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current, negatively impacting the PMSM. Minimizing losses is crucial for efficient drive system 

performance. ACO successfully addressed this challenge for various scenarios, providing shorter 

response times, lower overshoot, and minimal absorbed currents. Despite AI's simplicity and 

effectiveness, it has several limitations, including: 

• The dimensionality of the search space to find the optimal solution, especially if the space is 

very large. 

• The algorithm may converge to local optima rather than global optima. 

• Sensitivity to hyperparameters for some algorithms, requiring expertise to obtain optimal 

results. 

• Some algorithms require significant computational resources. 

• AI may produce solutions that are difficult to interpret. 

Moving on to the points that also have influences on the performance optimization of the PMSM: 

• Estimating the load torque enables better PMSM control, leading to several performance 

benefits, such as more precise speed and position control, energy consumption minimization 

through control algorithms, reduction of vibration and noise by adjusting motor control based 

on estimated load torque, and increased motor lifespan through precise load torque management 

to reduce wear. 

• Electrical parameters (resistances, inductances, electrical time constants) play a crucial role in 

optimizing PMSM performance, influencing the motor's dynamic response. Precise estimations 

are essential for effective control and optimal performance in terms of speed, torque, and 

precision. The same applies to mechanical parameters (load inertia, friction coefficient…), 

which prevent undesirable vibrations and oscillations when well-estimated.  

This research has broad applications, including electric vehicles and autonomous aircraft, with 

potential benefits in electric vehicle energy efficiency and overall PMSM performance improvement, 

offering faster acceleration and responsive control. ACO successfully optimized the parameters of 

the reference current generator efficiently and simply. However, we aim to enhance ACO to achieve 

higher performance in highly diverse and complex situations. We are considering employing meta-

rein orce ent learning to opti ize α and β. 
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