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1. Introduction  

The recent rise in the popularity of generative models can be attributed to the extensive adoption 

of deep learning in both academic and industrial sectors [1], [2]. Generative models are especially 

useful in situations where the original data is insufficient or unavailable [3], [4], where privacy 

concerns restrict data usage, where there is a requirement to simulate events that have never occurred 

or to generate datasets for specific testing scenarios, such as the hourly presence of photovoltaic-

generated electricity in Indonesia. 

In the context of renewable energy, generative models play an important role as they can provide 

solutions to challenges [5], [6]. For example, conditions and to predict future energy system 

performance, simulate rare conditions, and optimize renewable energy utilization strategies. They can 

also help in overcoming challenges such as variability and uncertainty in energy production, which 

are often major obstacles in the integration of renewable energy into the existing power grid [7]. 
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 This study uses the Anomaly Transformer model to find anomalies in 

photovoltaic energy generation in Malang, Indonesia. The main background 

of this study is the lack of satellite monitoring in this region and the 

importance of annual data for electricity generation forecasting. 

Temperature scattered direct solar radiation, and hourly electricity 

production are all part of the dataset used which is only available since 2019. 

Anomalies were detected at 05.00 and 16.00 WIB, indicating instability in 

the energy supply due to high temperatures in the morning and heavy rain 

in the afternoon. Detection of these anomalies is important to improve the 

efficiency and reliability of photovoltaic systems, reduce operational costs, 

and reduce the risk of system failure. Indonesia has many challenges for 

photovoltaic energy generation due to its unique location, with many islands 

located close to the equator. The use of the Anomaly Transformer algorithm 

improves the accuracy of anomaly detection over conventional methods. 

This algorithm helps to find complex patterns in very large time series. The 

results show that the anomaly transformer model can effectively detect 

anomalous patterns. It offers ideas to improve the stability and efficiency of 

photovoltaic systems in Malang and other areas with comparable 

environmental conditions. Improved energy efficiency and environmental 

sustainability are the results of anomaly pattern detection. 
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For this dataset-based research project, we employed the photovoltaic electric energy dataset [8], 

[9] for locations in Malang, Indonesia. The photovoltaic electrical energy data set in Malang, 

Indonesia, is relevant and interesting because it reflects the challenges and opportunities faced in 

managing renewable energy in tropical areas [10], [11]. Malang has a unique climate, offering rich 

data to understand variations in photovoltaic energy production throughout the year [12], [13]. This 

data set is suitable for generative modeling because it contains high variability and complexity, which 

are ideal conditions for testing the ability of generative models to generate realistic and useful data 

[14], [15]. Energy production patterns under various weather conditions, predictions of energy system 

performance in the long term, and optimization of renewable energy utilization strategies are some 

examples of important information that can be obtained by using generative models on these data sets 

[16], [17]. This has significant benefits for scientific research and the development of sustainable 

energy policies in Indonesia. The dataset comprises the following elements: hourly temperature, direct 

and diffuse irradiance, electricity, and local time as shown in Fig. 1. These elements have an important 

role in the generative modeling process, namely hourly temperature, variations in photovoltaic panel 

efficiency can be measured by modeling hourly temperature, which creates more realistic energy 

production data [18], [19]. Next is direct and scattered radiation, scattered radiation is light that is 

reflected or scattered in the atmosphere [20], [21], while direct radiation is light that reaches the panel 

directly [22], [23]. These two types of radiation affect the amount of energy that photovoltaic panels 

can produce. By including these two components, the model can replicate a wide range of lighting 

conditions and produce accurate energy production data [24], [25]. The next element is the electricity 

produced [26], [27], data regarding the electricity produced is the main output we want to model. This 

element is very important because it is the basis for evaluating the performance and validity of the 

generative model that we develop. The final element is local time [28]-[30], Local time information 

is important for correlating other elements with daily and seasonal cycles. This helps the model capture 

temporal patterns in energy production, which is very useful for long-term analysis and predictions. 

 

Fig. 1. Sample dataset photovoltaic (www.renewables.ninja) 

Fig. 1 shows the daily variation in photovoltaic electricity production in Malang, Indonesia taken 

on January 1, 2019, at the time interval of 07:00 to 16:00. From this figure, peak electricity production 

occurs around midday when solar radiation is most intense. In addition, seasonal patterns are also 

evident, with higher electricity production during the dry season compared to the rainy season. This 

data includes hourly temperature, direct and scattered radiation, and local time, all of which contribute 

to an understanding of the factors that affect the efficiency and output of photovoltaic systems. At 

07:00, the electricity value was 0.275 with an irradiance direct of 0.121 and an irradiance diffuse of 

0.212. The temperature at that time was 25.464°C. The highest electricity value was at 11:00, which 

http://www.renewables.ninja/
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was 0.592, with irradiance direct of 0.276 and irradiance diffuse of 0.487. The temperature at that time 

was 29.039°C. The irradiance values (both direct and diffuse) tend to increase from morning to midday 

and then decrease in the afternoon. The air temperature also increased from morning to noon, reaching 

a peak around 12:00 to 14:00, then decreased slightly in the afternoon.  

The main objective of this research is to develop and apply a generative model that can effectively 

detect anomalies in photovoltaic energy data. By leveraging the generative model, we aim to generate 

realistic simulations of energy production that can highlight anomalous patterns. Understanding and 

identifying these anomalies will improve the efficiency and reliability of photovoltaic energy systems 

in the region. Additionally, this research aims to contribute to the development of more advanced 

anomaly detection algorithms that can be applied to similar datasets in other locations, thereby 

enhancing environmental sustainability and energy efficiency globally. 

2. Method 

To address the challenge of anomaly detection in photovoltaic energy time series data, this 

research utilizes an innovative machine learning-based approach. Anomaly detection is a crucial 

element in ensuring the reliability and efficiency of photovoltaic energy systems [31], [32].  

Significant variations in sunlight intensity and weather conditions affect the performance of 

photovoltaic panels [33], [34], making anomaly detection a complex yet important task. This research 

utilizes a modified Transformer model, known as the Anomaly Transformer [35], [36], to detect 

anomalous patterns in photovoltaic energy data [37], [38]. This model was chosen for its ability to 

handle the complexity of time series data with multi-level features [39], [40]. By integrating the 

Anomaly-Attention mechanism, the model is expected to identify latent relationships in the data and 

provide more accurate results than conventional methods. This research focuses on anomaly detection 

in photovoltaic energy production data in Malang, Indonesia. Major challenges faced in photovoltaic 

energy production in Indonesia include significant temperature variations and heavy rainfall that can 

affect the efficiency and stability of photovoltaic systems. Thus, anomaly detection becomes highly 

relevant to understanding and addressing the instability that occurs in these energy systems. The 

Anomaly Transformer model [41], [42] was chosen for its ability to handle the complexity of time 

series data with various features present in photovoltaic data such as temperature, direct and scattered 

solar radiation, and hourly electricity production. The identification of anomalies at 05:00 and 16:00 

WIB, for example, shows the instability of the energy supply caused by high temperatures in the 

morning and heavy rainfall in the afternoon. This is crucial for improving the efficiency and reliability 

of photovoltaic systems in Malang and other regions in Indonesia with similar environmental 

conditions. The anomaly detection process involves several important stages, from data collection and 

preprocessing to model application and evaluation. The following diagram illustrates the Anomaly 

Transformer architecture used in this study shown in Fig. 2. 

 

Fig. 2. Research flow diagram 

2.1. Anomaly Detection 

Anomaly detection is a prevalent application of machine learning and not a novel concept or 

method [43]-[45]; it has existed for several years. Illustrative instances of its practical applications 

encompass, yet are not restricted to, the identification of fraudulent insurance claims, fraudulent 

transactions, cyber assaults, and atypical equipment behaviors. 
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As a result, the capacity to proactively identify irregularities and mitigate associated risks is a 

highly advantageous capability that not only prevents unscheduled downtime but also unnecessary 

maintenance (condition-based as opposed to mandatory maintenance) but also facilitates a more 

efficient approach to overseeing critical components for such assets [46], [47]. The financial 

ramifications of unscheduled downtime, unnecessary maintenance expenses, and surplus or deficiency 

of critical components are of significant magnitude [48], [49].  

Anomaly subsequence detection in time series data is a critical undertaking that has wide-ranging 

implications, spanning from finance applications to health care monitoring to manufacturing processes 

[50], [51]. An anomaly, which may serve as an indicator for critical occurrences including production 

malfunctions, delivery delays, system imperfections, or heart flicker, is thus a subject of primary 

interest [52], [53]. Due to the frequent occurrence of complex patterns and large data series, data 

scientists have devised a multitude of specialized algorithms to automatically identify these 

anomalous patterns. In the past, there has been a substantial increase in the quantity and diversity of 

anomaly detection algorithms. However, because numerous solutions have been developed 

autonomously and by distinct research communities, there is currently no exhaustive study that 

systematically assesses and contrasts the various methodologies. Consequently, selecting the optimal 

detection method for a given anomaly detection task is a challenging endeavor [54].  

For example, the financial consequences of unscheduled downtime and unnecessary maintenance 

costs can be substantial. Research conducted [55], [56] shows that anomaly detection in time-series 

sensor data can reduce this risk by identifying unusual patterns before they cause significant damage. 

This demonstrates the importance of proactive anomaly detection capabilities to prevent unplanned 

downtime and unnecessary maintenance costs, as well as to facilitate a more efficient approach to 

monitoring critical components. 

In the context of this research, anomaly detection aims to identify unusual patterns that may 

indicate critical issues such as production malfunctions, delivery delays, or system imperfections. For 

example, anomalies detected at 05:00 AM and 4:00 PM indicate environmental mismatches caused 

by extreme temperatures and heavy rainfall. By understanding these anomalies, we can take corrective 

actions to improve the stability and reliability of the photovoltaic energy supply. 

The Anomaly Transformer model we developed allows us to overcome the complexity of 

patterns in photovoltaic data and detect anomalies more effectively compared to traditional methods. 

The application of this model is expected to not only improve the performance of photovoltaic systems 

in Malang but also be applied to similar datasets in other regions, ultimately contributing to the 

improvement of global energy sustainability and efficiency. 

Hawkins [57] defined an outlier as an observation that significantly diverges from the rest of the 

set to raise doubts regarding its origin from a distinct mechanism. Within this framework, an anomaly 

in time-series data can be defined as one or more data points at a given time step that exhibit 

unforeseen behaviors that are notably distinct from those of preceding time steps. Following prior 

scholarly works, we classify the various categories of anomalies associated with time-series data as 

follows. 

2.1.1. Point Anomaly 

A point anomaly is an abrupt departure from the norm by a data point or sequence [58], [59]. 

These anomalies, which frequently manifest as temporal noise, are frequently the result of sensor 

errors or atypical system operations. In the context of detection, it is customary for operators to 

establish upper and lower control limits (UCL and LCL, respectively) using historical data. Values 

that fall beyond the specified boundaries are considered point anomalies. 

2.1.2. Contextual Anomaly 

A contextual anomaly, akin to a point anomaly, pertains to a data point or sequence that is 

observed within a brief period but does not exhibit the same degree of deviation from the expected 

range as anomalies delimited by predefined UCLs and LCLs [60]. Nevertheless, considering the 
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provided context, the data points deviate from the anticipated pattern or form. Consequently, detecting 

these anomalies may prove to be challenging. 

2.1.3. Collective Anomaly 

This category of anomaly pertains to a collection of data points that warrant investigation as 

anomalous due to their progressive deviation from typical data patterns over a period [61], [62]. While 

individual values within this anomaly may appear to be inconsequential, when considered collectively, 

they generate skepticism. Given that they are not readily identifiable at first glance, long-term contexts 

are crucial for their detection. 

2.1.4. Other Anomaly Types 

The definition of abnormality is contingent upon the classification of an anomaly as a state that 

deviates from the norm. In broad terms, anomalies can be categorized into one of the three types; 

however, alternative viewpoints may further delineate anomalies into more particularized 

classifications. The taxonomy of anomaly patterns and illustrative instances from references [63], [64] 

are presented in Table 1, each data section was plotted in time domain and frequency domain with 

Fast Fourier Transform (FFT). Then a T‐ F image was generated by stacking time response image as 

channel 1 (red) and frequency response image as channel 2 (green). 

Table 1.  Description of the detailed classification of anomalies in time-series data 

Anomaly Patterns Description Examples 

Normal (assumption) 
The amplitude and frequency are stable over time 

steps, and the time response is symmetrical. 

 

Missing 
Most/all the data are missing, and the time/frequency 

response becomes 0. 

 

Minor 
Compared to normal sensor data, the vibration 

amplitude is very small. 

 

Outlier One or more outliers appear in the response. 

 

Square 
The time response oscillates within a limiting range 

like a square wave. 

 

Trend 
The data has an obvious non-stationary and 

monotonous trend. 

 

Drift 
The vibration response is nonstationary, with random 

drift. 
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A data point whose occurrence was previously either exceedingly rare or logically impossible 

constitutes an anomaly [65], [66]. On the other hand, anomaly classification may not apply to 

multivariate time series data as in the preceding instances. When dealing with multivariate time series 

data, it is crucial to consider the interrelation among variables in addition to the time axis. Diversified 

patterns manifest as the number of variables escalates. Atypical patterns may then exhibit 

irregularities, thereby creating ambiguity regarding the distinction between normal and abnormal 

states. The accuracy of detection results cannot be guaranteed by merely scanning and aggregating 

individual univariate time series data to identify anomalies [67]. This is because a small number of 

anomaly points may be obscured by the other normal variables, which could have a substantial impact 

on the entire target system. Such issues can be resolved by reducing the dimensions through the 

extraction of distinct variables or features, or by employing a model that is sufficiently complex to 

identify a multitude of patterns. 

2.2. Anomaly Transformer  

Anomaly Transformer is a modification of the Transformer architecture that integrates the 

Anomaly-Attention mechanism. The main purpose of this modification is to detect anomalous patterns 

in time series data more effectively [68]. The model consists of multiple layers consisting of feed-

forward layers and Anomaly-Attention blocks arranged alternately. In light of the anomaly detection 

limitation of Transformers [69], [70], we modify the vanilla architecture to incorporate an Anomaly-

Attention mechanism into the Anomaly Transformer Fig. 3. The overall architecture anomaly 

transformer is distinguished by the alternating stacking of feed-forward layers and Anomaly-Attention 

blocks. This stacking structure facilitates the discovery of latent associations underlying complex 

multi-level features. Suppose the model contains 𝐿 layers with length-𝑁. input time series 𝑋 ∈
 𝑅𝑁 𝑥 𝑑   . The overall equations of the 𝑙-th layer are formalized as: 

 𝑍𝑙  =  𝐿𝑎𝑦𝑒𝑟 − 𝑁𝑜𝑟𝑚 (𝐴𝑛𝑜𝑚𝑎𝑙𝑦 − 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑋𝑙−1)  +  𝑋𝑙−1) 

𝑋𝑙   =  𝐿𝑎𝑦𝑒𝑟 − 𝑁𝑜𝑟𝑚 (𝐹𝑒𝑒𝑑 − 𝐹𝑜𝑟𝑤𝑎𝑟𝑑 (𝑍𝑙   )  +  𝑍𝑙  ) 
(1) 

where 𝑋𝑙 ∈ 𝑅𝑁 𝑥 𝑑model, 𝑙 ∈ {1, · · ·, 𝐿} denotes the output of the 𝑙-th layer with model channels. 

The initial input X 0 = Embedding (X) represents the embedded raw series. 𝑍𝑙  ∈ 𝑅𝑁 𝑥 𝑑model is the 

l-th layer’s hidden representation. Anomaly-Attention (·) is to compute the association discrepancy. 

A mechanism called Anomaly-Attention is designed to find anomalies in the data. This 

mechanism counts differences or discrepancies in the relationships between elements in the time data 

[71]. This helps the model find abnormal patterns by emphasizing unusual relationships in the data. 

The layer normalization method applied to the output of each layer of the model is known as the norm 

layer [72]. This method reduces dependence on the absolute values of inputs by standardizing those 

values based on layer statistics. This stabilizes and speeds up the model training process by ensuring 

that the distribution of data remains consistent across each layer. A simple Feed-Forward neural 

network consists of several linear layers with non-linear activation functions in between [73]. This 

maps a representation between the input and output, allowing the model to identify complex features 

in the data. Equation (1) can be explained as follows: 𝑍𝑙   is the hidden representation of the lth layer 

generated after going through the Anomaly-Attention mechanism and layer normalization. 𝑋𝑙  is the 

output of the lth layer after applying feed-forward and layer normalization. 𝑋(𝑙−1)  is the input to the 

lth layer, which is the output of the previous layer. L is the total number of layers in the model, N is 

the length of the input time series, and d is the dimension of the model channel. 

We include an illustrative example to clarify the working mechanism of the Anomaly 

Transformer model i.e. Time series data processed through linear transformation to extract important 

features. The Anomaly Attention mechanism uses a multiplication matrix to combine the outputs of 

prior association and serial association, which are then further processed in the reconstruction phase 

[74]. Normalization of the output is done to standardize the final layer so that the data is ready for 

analysis or decision-making. 
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Fig. 3. Anomaly transformer architecture [75] 

Fig. 3 represents an Anomaly Transformer, focusing on its components and how they contribute 

to the detection and processing of anomalies. Components of Anomaly Transformer: The input data, 

indicated by the letters X and Y, is processed through a linear transformation to extract the most 

important features. Key Conventions: The previous conventions are discussed at the top of the 

diagram. It includes calculating various Gaussian distributions, such as 

𝐺( 𝑗 ∣∣ 𝑗 − 1; ; σ1 ), G( j ∣∣ j − 2; σ ), … , G( j ∣∣ j − N; σN ). These distributions are rescaled and used to 

stop the gradient flow, or Stop Grad, to reduce the difference. Serial Family: The Series Association 

is at the bottom. It starts by using a series of linear transformations and matrix multiplication (MatMul) 

to create queries (Q), keys (K), and values (V) from the input. To determine the relevance of the serial 

data, the questions and buttons are scaled and passed through the SoftMax function. The result is used 

to maximize the difference by allowing gradient flow (Grad). Anomaly Attention: Matrix 

multiplication (MatMul) is used to combine the output of the Prior Association and Serial Association. 

This combined result is further processed in the reconstruction phase. Standardized Layer 

Reconstruction Phase: To standardize the output, layer normalization is performed on the combined 

result. Feedback provisioning: The feed-forward network passes the normalized output to learn 

complex representations. Anomaly Attention: To find anomalies in the data, an anomaly attention 

mechanism is used. Last Layer Standardization: The output of the anomaly attention mechanism is 

normalized with the final layer. To extract features, the overall workflow of the input data X is linearly 

transformed. To calculate Prior-Association and Series-Association, these features concentrate on 

different elements of the data. The outputs of these groups are combined and standardized. Anomaly 

attention finds anomalies, and the feed-forward network refines the output. The final output is 

normalized again to make it consistent and ready for analysis or decision-making. Suggestions to 

Improve Understanding: Integrating more images or diagrams that show specific steps or components 

can be very helpful for improving understanding. For example: Prior-Association Gaussian 

distribution diagrams, step-by-step flowcharts showing the process in Series-Association, and visual 

representations of how anomaly attention works with real data examples. 

3. Results and Discussion 

Given the extensive collection of historical data on electrical energy, albeit with certain gaps, the 

decision was made to concentrate on the data from 2019. This is because the specified period has a 

consistent daily pattern and rarely has missing data, as illustrated in Fig. 4. Should any data become 

missing, they can be easily approximated, providing a comprehensive and valuable data source from 

which to develop this research approach. 

Data from 2019 was chosen because this period shows consistent daily patterns and has a very 

low incidence of missing data. The consistency of the daily pattern is very important for this study as 

it allows us to analyze and detect anomalies more accurately. In anomaly detection research, data 

reliability is crucial to ensure the validity of the results obtained. In addition, the data from 2019 

provides complete and continuous coverage, allowing us to build a more robust and reliable model. 
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Fig. 4 shows the daily pattern of electrical energy produced by the photovoltaic system at the study 

site. The data shows significant fluctuations in energy with peak production occurring during the day 

when sunlight intensity is maximized. This pattern helps identify anomalies such as a drop in 

production at a certain time of day which could be caused by environmental conditions such as 

extreme temperatures or heavy rainfall. 

 

Fig. 4. Daily pattern of electrical energy from photovoltaic 

We present the statistical outcomes and graphical representations of our three fundamental 

designs—anomaly criterion, learnable prior association, and optimization strategy—to intuitively 

illustrate how our model operates. The main purpose of presenting statistical results and graphical 

representations in this study is to demonstrate the effectiveness of the Anomaly Transformer model 

in detecting anomalies in photovoltaic energy production data in Malang, Indonesia. We highlight 

three basic designs that contribute to the overall model: anomaly criteria, learnable prior associations, 

and optimization strategies. 

In this study, we use several performance metrics to evaluate the effectiveness of the anomaly 

criteria applied by the Anomaly Transformer model. The main metric used includes discriminability, 

which is measured by the ability of the model to effectively distinguish between normal and 

anomalous data. Discriminability is measured by comparing the values generated for the normal and 

anomalous components. A good model will provide lower values for the normal component and higher 

values for the anomalous component, making it easier to identify anomalies. Success in anomaly 

detection is defined as the ability of the model to provide distinct values between normal and 

anomalous data. For example, in the context of anomaly detection in photovoltaic energy data, lower 

values for the normal component indicate that the model can identify data that is stable and conforms 

to expected patterns, while higher values indicate deviations or unusual conditions. We use 

association-based criteria to detect unusual patterns of relationships in the data. This method proves 

effective in identifying different types of anomalies, including point anomalies, contextual anomalies, 

and collective anomalies. The results obtained from the Anomaly Transformer model are compared 

with conventional anomaly detection methods. The graphs and statistical representations we present 

show that our model has a higher accuracy rate and better detection capabilities. Using these metrics, 

we can confirm that the Anomaly Transformer model is not only able to detect anomalies with high 

accuracy but can also provide deeper insights into the anomaly patterns that occur in photovoltaic 

energy production data. This is crucial for improving the stability and efficiency of energy systems in 

Malang and other regions with similar environmental conditions. 

Observation of anomaly criteria to illustrate the operation of association-based criteria more 

understandably, we illustrate some examples in Fig. 5 and examine the performance of criteria in 

different types of anomalies, using Lai's taxonomy [76]. Lai's anomaly taxonomy is a classification 
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used to categorize different types of anomalies in time series data. This taxonomy includes several 

types of anomalies, the first being Point Anomalies, A point anomaly is a sudden deviation from the 

norm by a single point or sequence of data. It is usually caused by a sensor error or unusual system 

operation. second Contextual Anomalies, Contextual anomalies are deviations that occur within a 

specific time context, although the data values themselves may not appear deviant when viewed in 

isolation. third Collective Anomalies, Collective anomalies are a series of data points that collectively 

exhibit unusual patterns, although the individual values may not appear anomalous. 

Overall, we find that our proposed association-based criterion provides greater discriminability. 

Association-Based Criteria is a method used to detect anomalies by identifying patterns of 

relationships between data that appear together. This method aims to find unusual relationships or 

correlations between data elements that should not occur under normal conditions [77]. The main role 

of association-based criteria in detecting anomalies is Unusual Pattern Detection i.e. they can 

recognize unusual patterns that conventional methods cannot detect. For example, in the context of 

photovoltaic data, if there is an unusual correlation between high temperature and low energy 

production at any given time, this can be an indicator of an anomaly. Next Detection Error Reduction, 

by identifying unusual associations, this method helps reduce detection errors or false positives that 

may occur when using other anomaly detection methods. Lastly Deep Understanding, This method 

provides a deep understanding of how data elements interact with each other, thus enabling more 

accurate and efficient anomaly identification. The association-based criterion consistently produces 

lower values for the normal component, which stands in stark contrast to the situation in pattern-

seasonal and point-contextual scenarios in Fig. 5. The jitter curves associated with the reconstruction 

criterion, on the other hand, disrupt the detection process and fail in the two situations mentioned 

above [78]. This validates the ability of our criterion to identify anomalies and assign unique values 

to normal and abnormal data points, thereby increasing the accuracy of the detection and decreasing 

the occurrence of false-positive results. 

Association-based criteria are different from other anomaly detection criteria such as Threshold-

Based Criteria, this method sets upper and lower limits for data values that are considered normal [79]. 

Data that exceeds these thresholds is considered anomalous. However, this method is less effective in 

detecting anomalies that occur due to the pattern of relationships between data. Secondly, Statistics-

Based Criteria, this method uses descriptive statistics (e.g., mean, standard deviation) to determine the 

normality of the data. Anomalies are determined based on significant deviations from normal 

statistics. However, this method cannot detect anomalies that occur due to complex relationships 

between data. Third Machine Learning-based Criteria, this method uses machine learning algorithms 

to learn from historical data and detect anomalies. Association-based criteria can be combined with 

this method to improve the accuracy of anomaly detection. 

Fig. 5 displays the different categories of anomalies in time series according to Lai's taxonomy, 

using association-based criteria and reconstruction criteria [80]. Anomalies are categorized into Point 

Anomalies and Pattern Anomalies [81]. Within Point Anomalies, there are Global Anomalies and 

contextual anomalies. Global Anomalies are data points that deviate far from other normal values. 

visualization of the red dots on the input time series graph shows the presence of global anomalies, 

Detection is successfully carried out by both criteria with high anomaly values. then Contextual 

Anomalies are deviations that occur in a specific time context. The visualization of the two red dots 

on the input time series graph shows a contextual anomaly, the reconstruction criterion produces 

detection errors while the association-based criterion successfully detects anomalies more precisely. 

Besides Pattern Anomaly, there are Shapelet Anomaly, Seasonal Anomaly, and Trend Anomaly. 

Shapelet Anomaly is a data pattern that differs significantly from other normal patterns in a short 

period. Visualization of the red area on the input time series graph shows a shapelet anomaly, the 

reconstruction criterion shows a detection error while the association-based criterion manages to 

detect the anomaly more precisely. next Seasonal Anomaly, seasonal anomaly is a pattern that differs 

in seasonal cycles. Visualization on the Red area on the input time series graph shows seasonal 

anomaly, Reconstruction criteria show detection error while association-based criteria successfully 

detect the anomaly more precisely. The next Trend Anomaly is an unusual trend change in the time 
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series data. Visualization on Red arrows on the input time series graph shows unusual trend changes, 

Reconstruction criteria show detection errors while association-based criteria successfully detect 

anomalies more precisely. 

The visualization of prior associations. To approach the series association, the prior association 

is learned during minimax optimization. Therefore, the acquired σ can represent the degree of adjacent 

concentration of the time series. Fig. 6 illustrates that σ undergoes modifications to accommodate 

diverse data patterns within time series. In particular, the prior association of anomalies typically 

exhibits a smaller σ value than typical time points, which corresponds to the inductive bias of 

anomalies towards adjacent concentrations. 

 

Fig. 5. Visualization of different anomaly categories [9] 

 

Fig. 6. Learned scale parameter σ for different types of anomalies (highlighted in red) [9] 

Fig. 6 illustrates the different types of anomalies in the time series and how the learned scale 

parameter, σ, is modified to detect these anomalies. There are five types of anomalies, namely Point-

Global Fig. 6 (a): Input Time Series i.e. The input time series is shown at the top of Fig. 6 (a) with 

two global point anomalies highlighted with red circles. σ: The graph below shows the increasing σ 

values at these anomalous points. The red highlights in this section indicate the location of the global 

point anomalies in the time series. Point-Contextual Fig. 6 (b): Input Time Series i.e. The input time 

series is shown with one contextual point anomaly highlighted with a red circle. σ: The graph below 
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shows the increasing value of σ at the point contextual anomaly. The red highlight shows the 

contextual point anomaly in the local context of the time series. Pattern-Shapelet Fig. 6 (c): Input Time 

Series I.e. Input time series with shapelet pattern anomalies highlighted with red areas. σ: The graph 

below shows a significant increase in the σ value in the area containing the anomalous shapelet pattern. 

The red highlights reflect the duration and location of the shapelet pattern anomalies. Pattern-Seasonal 

Fig. 6 (d): Input Time Series I.e. Input time series with seasonal pattern anomalies highlighted with 

red areas. σ: The graph below shows the increase in σ value in the area containing the seasonal 

anomaly. The red highlights indicate the period and location of the seasonal anomaly in the time series. 

Pattern-Trend Fig. 6 (e): Input Time Series I.e. Input time series with trend pattern anomalies 

highlighted with red areas. σ: The graph below shows the increase in the σ value in the area with the 

trend anomaly. The red highlights indicate the period and location of the trend pattern anomaly in the 

time series. 

From the explanation, all types of anomalies can be run in this study. However, it is important to 

pay attention to specific values such as accuracy, as has been measured in previous studies [37]. This 

will help in evaluating the effectiveness of the methods used and ensure that the results obtained have 

high validity. As such, this research not only demonstrates the ability to detect anomalies, but also 

provides quantitative evidence supporting the accuracy of such detection. 

4. Conclusion  

Using the Anomaly Transformer model, this study identifies anomalous patterns in photovoltaic 

energy in Malang City, Indonesia. The research focused on specific times between 05:00 and 16:00 

WIB, when environmental mismatches, such as high temperatures in the morning and heavy rainfall 

in the afternoon, impact the efficiency and stability of the photovoltaic energy supply. A thorough 

analysis of these environmental parameters shows that. This conclusion also includes an explanation 

of the methodology and algorithms used to detect the anomalies, as well as the limitations and 

assumptions made during the analysis. In addition, it is important to talk about the impact of the 

detected anomalies on the performance and stability of photovoltaic energy systems, and how they 

can be applied elsewhere with comparable environmental conditions. By employing the Anomaly 

Transformer and using quantitative analysis to support the results, this research makes new theoretical 

contributions. One recommendation for future research is the development of mitigation methods and 

the development of additional research lines to mitigate anomalies. Therefore, this research not only 

improves energy efficiency in Malang City but also provides useful information for applications 

elsewhere. It also makes the connection between research objectives and results stronger and opens 

the door for further exploration and engagement in the industry. 
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